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Abstract—By the exponential growth of Credit Card user
the fraudulent transactions also have increased dramatically.
The genuine transaction and fraudulent transactions are almost
similar, so it is very hard to discover a fraudulent transaction
form the genuine one. In this paper we have proposed fraud
detection algorithm based on Fuzzy-ID3. Intermediate nodes we
split using attribute having highest information gain. The leaf
nodes classifies the transactions as fraud,doubtful or normal.
Experimental result exhibits that the technique is efficient one
in detecting frauds.
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Gain

I. INTRODUCTION

The credit card fraud is a fraudulent transaction by an
unauthorized person for his personal interest and the authorized
card holder and the card provider totaly unaware about the
transaction for the moment.Credit card fraud is a wide-ranging
term for theft and fraud committed using a credit card or any
similar payment mechanism as a fraudulent source of funds in
a transaction. The purpose may be to obtain goods without
paying, or to obtain unauthorized funds from an account.
Credit card fraud is also an adjunct to identity theft[26].
Bankers and the commercial establishments are the victims
in most of the cases, as the bank authorities do not have the
options for the physical verification of users of the card.

The Following are the different ways of credit card
frauds:[3]

• An act of criminal deception ( Mislead with intent)by
use of unauthorized account and/or Personal Informa-
tion.

• Illegal or unauthorized use of account for personal
gain.

• Misrepresentation of account information to obtain
goods and/or service.

• Simple theft and Counterfeit the card.

• Card is never received by the genuine owner.

In Germany over the past few years the usage of credit cards
have been increasing. The market for credit cards and debit
cards has been grown by 23.3% from 2004 to 2009[6]. The
Indian credit card market is in its growth phase, it recorded a
growth of about 30% a year. Debit cards are growing at 40%.
The RBI data put total electronic transaction in the country at

over | 2,35,000 crores in 2006-07. This increased to | 3,60,000
crores in the first 10 months (April-January) of 2007-08. At the
end of April-January2007-08, all of us together held about 27.5
million credit cards transacted | 47,476 crores through these
cards in 10 months of the year[5]. And as per the RBI statistics
the amount of transaction done by Credit cards at Point of
Sale in January 2012 is | 88676.99 million, in January 2013
is | 113920.31 million and in January 2014 it is | 141620.33
which indicates a huge increase of credit cards user[15].

As the number of users are increasing frauds are also
exponentially getting increased though the researchers have
developed different techniques to detect the fraud transactions.
The review of Bolton and Hand[4] have given a depth study
of the existing techniques in fraud detection. And it is ob-
served that as the fraud detection problem is a classification
problem, mostly the Nural Networks, Rule based approaches,
Data Mining techniques and HMM are used to deal with
the fraud detection problems. Maes et al.[12]have used two
machine learning techniques: Artificial neural networks with
Feed Forward Multi-layer Perceptron that consists of different
layers of perceptrons which are interconnected by a set of
weighted connections and Bayesian belief networks in credit
card fraud detection. Their idea was to provide some com-
putational learner with a set of training data consisting of
some feature values on which fraud detection to be run. After
a learning process the program will correctly classify a new
transaction as fraudulent or not fraudulent given some features
of that transaction. Gadi et al.[8] have used Artificial Immune
System(AIS) in credit card fraud detection with optimized and
robust set of parameters for the best results over other methods.
The effectiveness of AIS is compared to other techniques
and found beneficial. Aleskerov et al.[1]have proposed the
CARDWATCH, a database mining system used for credit
card fraud detection. It trains the nural network with the past
transactions of the customer and then the current spending
behavior is observed to detect the frauds. Halvaiee et al.
[9] using the Hadoop and AIS based on human immune
system have introduced a new model called AIS-based Fraud
Detection Model(AFDM). They have used an immune system
inspired algorithm(AIRS)and have improved the algorithm for
fraud detection. Olszewski[16] have proposed fraud detection
system visualizing the user activities on self organizing map
SOM which is a method of mapping a high dimensional data
into a 2-dimensional map of neurons and classifying based on
threshold value which works for multiple frauds. Dorronsoro
et al.[7] have developed a model based on neural classifier
named Minerva that has number of rating modules and only the
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core modules have nural rating functions. Fishers discriminant
analysis classification procedure is combined with the nonlin-
ear projecting capabilities of multilayer perceptrons(MLP)for
constructing the neural module of Minerva for credit card
fraud detection. Syeda et al.[23] have used the Granular Nural
Network(GNN) with rule based approach and fuzzy nural
network. The fuzzy nural network is trained with training
dataset which in turn produces fuzzy rules for checking the
transactions. Srivastava et al.[22] have modeled the credit
card transaction process using HMM which they have used
as Fraud Detection System. The FDS will receive the card
details and transaction amount to check authenticity. The FDS
concern only on price range which is classified into low(l),
medium(m), and high(h) and used as observation symbols of
the HMM for detection of frauds. Iyer et. al[10] have also
used HMM and modeled the sequence of operations in credit
card transaction processing using HMM to detect frauds. The
HMM is trained with the normal behavior of the card holder
then the this trained HMM checks the incoming transactions
if it is not accepted with sufficiently high probability, it is
considered as fraud. Panigrahi et. al.[17] have developed a
Behavior-based 6−tuple {System,C, P, ψ, θLT , θUT } fraud
detection Model. where System is the target system, C is
the set of credit cards, P is the set of profiles of Card
holders, ψ(TCk

j,ρ ) is the suspicion score of the jth transaction

TCk
j,ρ on card Ck and ρ is the time gap from the previous

transaction on the same card, θLT is the lower threshold,
where 0 ≤ θLT ≤ 1 and θUT is the upper threshold, where
0 ≤ θUT ≤ 1. Initial beliefs are assigned to each incoming
transaction to determine its deviation from a normal profile.
Dempster−Shafer theory is applied to get the overall belief
by combining the initial beliefs. Bayesian learning is used
to strengthened or weakened the overall belief based on its
similarity with the fraud or genuine transaction history. Shahin
and Duman[20] have developed seven alternative models based
on decision tree methods and support vector machine methods
and then the performance of the classifier models are checked
for different data sets with different sizes. The decision trees
they have used are C5.0, C&RT and CHAID and the SVM
with polynomial, sigmoid, linear and RBF kernel functions
are used. The decision trees attempt to separate the records
into mutually exclusive subgroups. Sahin et al.[21] to detect
fraud transactions proposed a new cost-sensitive decision tree
induction algorithm which at the time of selecting splitting
attribute at each nonterminal node minimizes the misclassifica-
tion costs. Proposed new cost sensitive metric Saved Loss Rate
SLR to evaluate the performance. Misra and Dash[13] have
implemented MLP, Decision Tree and Chebyshev FLANN
three different approaches and compared the results for credit
card fraud detection. The chebyshev Functional Link Artificial
Neural Network is a single layer neural network in which the
original input pattern in lower dimensional space is expanded
to a higher dimensional space by using a set of orthogonal
functions[14], [18]. After implementing all these three they
have compared and shown that MLP outperforms both the
Decision Tree and Chebyshev FLANN for Credit card Fraud
detection. YU and Wang[27] have proposed a model using
outlier detection based on distance sum, that mines the fraud
transactions as outliers. They have defined Outlier as: Data set
T = {t1, t2, t3, .....tn} U is one data object, If the p parts of

data set named S in data set is far way from object U, S ∈ T ,
U ∈ T , then U is Outlier.

From the literature it is found that most of the researchers
have used different form of Artificial intelligence and Data
Mining Techniques, like Nural Networks, Hidden Markov
models, Outlier based FD, Behavioral based Decision Tree
etc. After going through the existing works we feel the need
of mathematical solution for the Fraud detection. As the fraud
detection itself is a classification problem, we found Fuzzy
Logic based decision tree ID3 a suitable technique to develop
a more effective fraud detection system. In this paper we
have chosen the attribute from the dataset of credit card
transactions for which the information gain is highest among
all the attributes of transactions for splitting node in decision
tree creation process. And the leaf node of the decision tree
will classify the transactions either as fraud or normal. We
prioritize to focus on in no cost the fraud transactions should
be classified as normal. We also have discussed the results to
show the effectiveness of our technique.

This paper consists of 4 sections, second section describes
the basic problem, the third chapter is about the Fuzzy ID3
in CFD, fourth section describes the results and analysis of
Fuzzy ID3 in CFD, and finally the fifth section cocludes the
paper.

II. PROBLEM DEFINITION

With the increasing usage of credit cards and debit cards,
the frauds related with these are also increasing. In last five
years the card holders affected in Germany 10%, in India
27%, in UK 31%, US 37% and all other countries are also
being affected seriously[11]. Annual global fraud loses for
Credit Card and Debit Card frauds in the year 2008 it is
$6.4 Billions in 2009 it is $6.9 Billions in 2010 it is $7.6
Billions in 2011 it is $9.8 Billions and in 2012 it is $11.2
Billions and over all one in four customers becomes the victim
of card frauds[25], [11]. These vast increase of Economic
loses by frauds mandates the researchers to think about how
these frauds can be detected and prevented more and more
effectively though it is very difficult. For the development of
more effective detection and prevention techniques for fraud
it is important to gather adequate knowledge about different
types of frauds, how these frauds works.

A. Different Types of Credit Card Frauds:

As the new technologies are being developed day by day,
the fraudsters are also developing new types of frauds to
by-pass the security mechanisms. There are various types
of frauds are there in the current system around the world
experienced by the card holders. The highly prevailing frauds
experienced by the users are as follows[6], [3]; a. Theft
Fraud/Counterfeit Fraud. b. Application Fraud. c. Behavioral
Fraud. d. Bankruptcy Fraud. e. Cramming/Salami Attack. f.
Triangulation Fraud.

1) Theft Fraud/Counterfeit Fraud:: The Theft fraud and
the Counterfeit Fraud are inter related. In case of Theft Fraud
the Credit Card is stolen by the fraudster or the lost card
is found by the fraudster and it is used by him/her many
times as possible until the card is blocked by the bank.
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In the Counterfeit fraud the Card is used remotely where
the presence of physical card is not concern, only the card
details are required. The different techniques used by the
fraudsters for gathering Card information to use for Counterfeit
Frauds are: fake card making,tearing magnetic strip,white
plastic,altering card data and skimming. And skimming is
mostly used technique in counterfeit fraud, where original
data on a credit card magnetic stripe are copied electronically
onto another. Cashiers/Employees of business establishments
have been found to carry pocket skimming devices, a battery
operated electronic magnetic stripe reader, to get details of the
card they swipe the cards usually when the card holder waits
for the transaction to be validated. With the details obtained by
the skimmer the fraudster carries out transactions for shopping,
billing, etc. in card-not-present manner[3].

2) Application Fraud:: In Application fraud the fraudster
applies with false documents or with stolen documents of
someone else to get a Credit Card. The frudster uses a false
name with temporary address or may look for someone who
is going to leave the address very shortly and his electoral
register will be updated after few months or years. As the
banks usually checks electoral register to confirm the address
of a new customer. That is the fraudster pretends to be some
one else; this application fraud is termed as Assumed Identity.
Also fraudster may give some false statements of his financial
status to acquire more Credit Cards than his entitlements by
producing some forged financial statement documents; this
type of application fraud is called Financial Fraud.

3) Behavioral Fraud:: Behavioral fraud occurs when de-
tails of legitimate cards have been obtained fraudulently and
sales are made on a ’card holder’ present basis. These sales
include telephone sales and e-commerce transactions, where
only the card details are required.[6], [4]

4) Bankruptcy Fraud:: The Bankruptcy Fraud is in which
the Card holder knows that he is not able to pay the amount
of the items he is purchasing. Later the bank will issue him
an order to pay but the card holder will not respond. And
finally the customer will be recognized by the bank as in a
personal bankruptcy state so the bank will not have any option
for recovery. These are considered as charge-off losses not
included in Frauds.

5) Cramming/Salami Fraud:: Cramming is when a fraud-
ster using a Credit Card makes piecemeal transactions over a
long period of time. The transactions will be so small that card
holder may not even notice the charges. In India such a fraud
is called Salami attack, where small amounts are fraudulently
charged on the card. This type of fraud is active in India.

6) Triangulation Fraud:: The fraudster maintains some
web site through which the items are offered pay on delivery at
very high discount. The site they maintain looks like a genuine
sales site. At the time of ordering online, customer provides
card details to the site. Once the fraudsters get the card details,
they order items from a legitimate site using some other stolen
credit card details. Then the fraudster keeps shopping online
using the credit card details of the customer.

These huge economic losses by the frauds leads the card
issuers, financial institutions and researchers to develop new
fraud detection technologies. Despite the development of new

technologies the frauds are increasing day by day. From the
literature it is observed that most of the techniques consider
the transaction history of the users, study the user behavior to
form rules for fraud detection. Then the new transactions are
synchronized with those behaviors or rules and if markable
deviation is observed then the new transaction will be tagged
as fraud otherwise normal.

The problem is to analyze on-line financial transactions,
by considering the most relevant feature or attribute of the
transactions to detect frauds with reference to the fuzzy set
defined for the most relevant attribute.

III. METHODOLOGY

Fuzzy Logic is the invention of Zadeh[28] for representing
the cognitive uncertainties, measuring the intensity of the truth
values for unquantifiable measures or probabilistic measures
within the range of 0 and 1.

Let D be the collection of examples or objects or instances
represented in set theoretic notion as {e1, e2.....en} where the
D is called the universe of discourse and the ei is the individual
example or object(element) of D. A fuzzy set A in the universe
of D is described by a membership function μA(e) : D →
[0, 1] which quantifies the intensity or grade of membership
of the element e in the fuzzy set A. The member ship crisp
value μA(e) = 1 means that e is 100% a member of A and
μA(e) = 0 means that e is 100% not a member of A, and
in case of fuzzy logic 0 ≤ μA(e) ≤ 1 which means that e
is partially member of A. Hence as the membership values
goes more close to 1, the intensity of membership of e in A
becomes more strong.

The Id3((Iterative Dichotomiser 3) was developed by
Quinlan[19] for dealing with symbolic data by expressing the
knowledge as a decision tree. The decision tree is generated
as a mathematical model by the training data to classify new
instances with simple inference mechanism, in the tree the leaf
nodes represents the class names and the branches represent the
conditions. A random subset of the training set called window
is considered and a corresponding decision tree is formed
which correctly classifies all the examples in the window.
The tree is then used in classification of the rest examples
of training set. If the tree classifies the entire training set
correctly the process terminates otherwise a selection of the
incorrectly classified objects is included in the window and
the process continues. After few iterations a correct decision
tree is formed.

a) Example: Suppose the D is the dataset or set of
examples and T is the condition applied to classify the data
set D with possible outcomes O1, O2, ...., On. Each example
will have one of these outcomes satisfying the condition T
and will divide the dataset D into D1, D2, ...., Dn respectively
for each outcome. Recursively for each Di the decision tree
process is repeated and finally we will have the decision tree
for all the examples in the dataset D. Classification rules are
formed by Climbing down through the branches to the leaf
from the root node. Leaves are the class names and the branch
are the condition outcomes with intermediate nodes represent
the conditions applied on attributes.
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In Id3 in the decision tree forming process starting from
root to leaves at every node (except the leaf) which attribute
to be considered for applying the condition for splitting the
dataset(node) into different subsets as the nodes of the next
level is decided based on information based methods: Informa-
tion Content, Expected Information and Information Gain[19],
[2].
Every example ei in the dataset D is in class cj with proba-
bility

pj =
|DN

j |
|DN | (1)

where the DN representing the set of examples in node N ,
DN

j representing the set of examples in node N belonging to

class cj .
The Information Content for the Dataset in the current node,
N :

IN = −
|C|∑

j=1

pj log2 pj (2)

where C is the set of classes in the dataset in node N .
The expected information in a subtree of node N for an
individual attribute Ak ∈ A in node N :

EN |Ak

=

|Ak|∑

l=1

|DN
ak
l

|
|DN |E

N |ak
l (3)

where DN
ak
l

is the set of examples whose attribute value akl for

Ak corresponds to the nodes branch i.e. the set of examples
in the respective child node of N for the attribute value akl .
The information gain G(Ak, N) for the attribute Ak in node
N is:

IG(Ak, N) = IN − EN |Ak

(4)

The classification problem in which the attributes take
cognitive values, determining the correct class is not possi-
ble. To solve that kind of classification problems Umano et
al.[24] have proposed Fuzzy-Id3 algorithm by considering the
feasibility of Id3 and Fuzzy Logic.

The fuzzy-Id3 algorithm proposed by[24] works by defin-
ing fuzzy sets for all attributes and forms a fuzzy decision tree
in the same way as Id3 described above. Here the difference
is that in Id3 the information gain is based on the probability
of the attribute but in Fuzzy Id3 probability is computed based
on the membership values of the attribute.

Suppose we have a set of data D in which each example
is described by the attributes A = {A1, A2, ....Al} and each
example has one of the classes C = {C1, C2, ....Cn} and the
attribute may have the fuzzy values Ai = {vi1, vi2, ...vim} for
different i, the m may be different. Unlike the general Id3 here
|D| is the sum of the membership values of the examples in
D.The probabilities and the equations are computed as follows:
The probability for the jth fuzzy set of Ak:

pkj =
|Dvkj

|∑m
j=1 |Dvkj

| (5)

where m is the total number of fuzzy sets for the attribute Ak.

The probability of examples with class cj at node N :

pj =
|DN

j |
|DN | (6)

where j is the class number.
The expected information in a subtree of node N for an
individual attribute Ak ∈ A in node N :

EN |Ak

=

m∑

j=1

(pkj .I(Dvkj
)) (7)

The Information Content for the Dataset in the current node,
N :

IN = −
n∑

j=1

pj log2 pj (8)

where j is the class number and n is total the number of classes
in the dataset in node N .
The information gain IG(Ak, N) for the attribute Ak in node
N is:

IG(Ak, N) = IN − EN |Ak

(9)

Algorithm 1 FuzzITree

BEGIN :

1: Root Node N contains all the Examples ei with μN (ei)=1.
2: if a node N with fuzzy set of data DN satisfies the

following conditions.

1. DN
j ⊆ DN with class cj satisfies pj ≥ θr � θr is a

threshold
2. sum of the membership values |DN | < θn � θn is a
threshold
3. No attributes are there to split the node.

then it is a leaf node with class cj .
3: end if
4: if If above conditions are not satisfied then

1. Ak
Gmax

←Max(IG(Ak, DN ) ∀ k = 1, ..., l)
2. Split the dataset DN into fuzzy subsets
D1, D2, .....Dm by branching as per the m no.
of fuzzy terms of the attribute Ak

Gmax

3. Label the branches with corresponding fuzzy term
vGmax,j .
4. μDj

(e) ← μDN (e) ∗ μvGmax,j
(e).

5. DN ← Dj∀j = 1, 2, ...m.

5: end if
6: Repeat the steps from 2 recursively.

END

The credit card fraud detection is a classification problem
where the objective is to classify the transactions, and
act accordingly to alleviate the loss causing by the fraud
transactions. The data used here is of a prominent bank of
Singapore and the attributes we considered are:

• branch code-branch code of transaction.

• cust ac no- account number.

• ccy-debit currency in which the transaction is done.
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Sl Br Code Ac No Ccy DrCr ind Cpty Ac I TTS Locn Txn amt Class

1 PL0 PL0123 SGD D CPTY01 04-Oct-2006 20:29:08 LCN1 1000 1
2 PL1 PL1123 SGD D CPTY02 04-Oct-2006 20:29:10 LCN2 1200 1
3 PL0 PL0123 SGD D CPTY03 04-Oct-2006 20:29:11 LCN2 2300 3
4 PL1 PL1123 SGD D CPTY03 04-Oct-2006 20:31:15 LCN2 1200 2
5 PL0 PL0123 SGD D CPTY01 04-Oct-2006 20:33:10 LCN1 1000 1
6 PL0 PL0123 SGD D CPTY03 04-Oct-2006 20:33:29 LCN2 1200 3
7 PL0 PL0123 SGD D CPTY02 05-Oct-2006 20:30:10 LCN2 1200 2
8 PL1 PL1123 SGD D CPTY03 05-Oct-2006 22:15:12 LCN1 1000 1
9 PL0 PL0123 SGD D CPTY01 06-Oct-2006 21:30:10 LCN2 650 1

10 PL1 PL1123 SGD D CPTY03 07-Oct-2006 15:20:11 LCN2 650 1
11 PL0 PL0123 SGD D CPTY01 07-Oct-2006 17:30:15 LCN1 2300 3
12 PL1 PL1123 SGD D CPTY03 07-Oct-2006 17:40:11 LCN2 650 1
13 PL2 PL2123 USD C SELF01 11-Oct-2006 12:10:16 LUS01 2000 1
14 PL0 PL0123 SGD D CPTY03 12-Oct-2006 12:15:15 LCN2 2300 2
15 PL2 PL2123 USD C SELF01 13-Oct-2006 12:11:17 LUS01 1800 1

TABLE I. BANK TRANSACTIONAL DATA

SL μ Br Code Ac No Ccy DrCr ind Cpty Ac I TTS tts diff Locn Loc diff Txn amt Class

1 1 0.674453 0.674453 0.707107 1 0.037635 7.329548535648148e+005 0 73363 0 1000 1
2 0.2 0.73577 0.73577 0.707107 1 0.15054 7.329548535879629e+005 0 67719.9 0 1200 2
3 0.8 0.674453 0.674453 0.707107 1 0.301084 7.329548535995371e+005 0.05000006407499 67719.9 5643.1 2300 3
4 0.7 0.73577 0.73577 0.707107 1 0.301084 7.329548550347223e+005 2.08333343267441 67719.9 0 1200 2
5 1 0.674453 0.674453 0.707107 1 0.037635 7.329548563657408e+005 4.03333341702819 73363 0 1000 1
6 0.3 0.674453 0.674453 0.707107 1 0.301084 7.329548565856481e+005 0.31666662544012 67719.9 5643.1 1200 3
7 0.3 0.674453 0.674453 0.707107 1 0.15054 7.329558542824074e+005 1.437000000011176e+003 67719.9 5643.1 1200 2
8 0.4 0.73577 0.73577 0.707107 1 0.301084 7.329559272222222e+005 1.546033333372325e+003 73363 5643.1 1000 1
9 1 0.674453 0.674453 0.707107 1 0.037635 7.329568959490741e+005 2.936999999955297e+003 67719.9 5643.1 650 1

10 0.7 0.73577 0.73577 0.707107 1 0.301084 7.329576390162037e+005 2.464983333349228e+003 67719.9 5643.1 650 1
11 0.9 0.674453 0.674453 0.707107 1 0.037635 7.329577293402777e+005 1.200083333272487e+003 73363 5643.1 2300 1
12 0.7 0.73577 0.73577 0.707107 1 0.301084 7.329577362384260e+005 1.400000000372529e+002 67719.9 0 650 1
13 0.5 0.061314 0.061314 0.70711 0 0.564532 7.329615071296296e+005 0 56433 0 2000 1
14 0.8 0.674453 0.674453 0.707107 1 0.301084 7.329625105902777e+005 6885 67719.9 5643.1 2300 2
15 0.1 0.061314 0.061314 0.70711 0 0.564532 7.329635078356481e+005 2.881016666684300e+003 56433 0 1800 1

TABLE II. NUMERICAL NORMALIZED VALUES OF BANK TRANSACTIONAL DATA

• drcr ind-debit or credit.

• cpty ac no-payee account number.

• TTS-Transaction Time stamp.

• locn ref no-terminal or PoS reference.

• txn amt-transaction amount.

• class-class to which the transaction belongs.

Fuzzy sets {very low, low,medium, high, very high}
for the attribute ’txn amt’ are defined here as:
verylow = {1/600, 0.8/650, 0.6/700}
low = {0.3/800, 0.5/850, 0.6/900, 0.8/950, 1/1000, 0.8/1050,
0.6/1100, 0.3/1200}
medium = {0/1200, 0.2/1250, 0.5/1300, 0.7/1350, 1/1400,
0.8/1450, 0.6/1500, 0.5/1550, 0.3/1600}
high = {0.2/1550, 0.5/1600, 0.7/1650, 1/1700, 0.8/1750,
0.6/1800, 0.5/1850, 0.3/1900}
very high= {0.1/1850, 0.3/1900, 0.5/1950, 0.6/2000, 0.8/2050,
1/2100}

To get the fuzzy sets for the attributes TTS nad Loc ref, we
have calculated the difference of TTS(in minutes) and Loc ref
of a particular accounts current transaction with the TTS and
Loc ref of the immediate previous successful transaction of
that particular account respectively and we have defined the
fuzzy sets for the attributes TTS diff and Loc ref diff .
Fuzzy sets {very low, low,medium, high, very high} for
the attribute ’TTS diff’ are defined here as:

Fig. 1. Fuzzy membership for the Attribute Transaction Amount

very low = {1/0.05000006407499, 1/0.31666662544012,
1/2.08333343267441, 1/4.03333341702819, 1/10, 0.9/11,
0.85/11.5,
0.8/12, 0.75/12.5, 0.5/15, 0.3/17, 0.10/19, 0/20}
low = {0/12, 0.0556/12.5, 0.3333/15, 0.3889/15.5, 0.6667/18,
0.7222/18.5, 0.8889/20, 1/21, 0.4444/22, 0.2778/25, 0.2500/25.5,
0.1667/27, 0.0556/29, 0/30}
medium = {0/25, 0.1489/32, 0.2128/35, 0.3191/40, 0.4255/45,
0.5319/50, 0.6383/55, 0.7447/60, 0.8511/65, 0.9574/70, 1/72,
0.4211/80, 0.3158/90, 0.2105/100, 0.1053/110, 0.0526/115, 0/120}
high = {0/90, 0.0667/95, 0.1333/100, 0.2667/110, 1/1700, 0.4667/125
0.60/135, 0.6667/140, 0.7333/145, 0.8667/155, 1/165,
0.4333/175, 0.3667/185, 0.2667/200, 0.1333/220, 0.0667/230,
0.0333/235, 0/240}
very high = {0/210, 0.1667/220, 0.3333/230, 0.50/240,
0.5833/245, 0.75/255, 0.9167/265, 0.9833/269, 1/270, 1/6885}
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Fig. 2. Fuzzy membership for the Attribute TTS diff

Fuzzy sets {low,medium, high} for the attribute
’Loc diff’ are defined here as:
low = {1/0, 1/5, 0.75/5.5, 0.50/6, 0.25/6.5, 0/7}
medium = {0/5, 0.1429/10, 0.2857/15, 0.5714/25, 0.8571/35,
1/40, 0.4706/50, 0.3529/60, 0.1176/80, 0/90}
high = {0/40, 0.1250/45, 0.50/60, 0.8750/75, 1/80}
(Here in the figure the distances are marked in miles for

Fig. 3. Fuzzy membership for the Attribute Loc diff

drawing comfortable.)

IV. RESULT AND DISCUSSION

To select the best attribute for generating the decision tree
using Fuzzy Id3 we need to calculate the information gain.
Here |D| = 9.4, |Dc1 | = 6.5, |Dc2 | = 1.8, |Dc3 | = 1.1
So using the equation-8 the Information Content I(D) =

− |Dc1
|

|D| log2
|Dc1

|
|D| − |Dc2

|
|D| log2

|Dc2
|

|D| − |Dc3
|

|D| log2
|Dc3

|
|D|

= 1.1868

The membership values for the fuzzy sets we have defined
for the attribute txn amt are calculated using the formula
defined as:

μDj
(e) ← μD(e) ∗ μvGmax,j

(e) (10)

where μD(e) is the membership value of example e in D and
μvGmax,j

(e) is the membership value of example e in jth vague
set for the attributre Amax. i.e. for the transaction 2 amount
1200 has the membership value 0.33 in the fuzzy set low of the
attribute txn amt, as per the equation-10 the final membership
value will be 0.231 ”i.e.” 0.70∗0.33, where μD(e) is 0.70 and
μvGmax,j

is 0.33

Now to choose the best splitting attribute we need to
calculate the Information Gain individually for all the attributes
we have considered as relevant in forming the ID3. The
membership values we have calculated considering both the
membership values (μ) in the dataset and the membership
values in the defined fuzzy set for individual attributes using
equation-10. Using these membership values the Information
Content and the Expected Information for the relevant at-
tributes are computed as follow.
First we have considered the attribute txn amt for the fuzzy
set very low of the txn amt we have
|Dv low| = 1.99,
|Dv low

1 | = 1.99, |Dv low
2 | = 0, |Dv low

3 | = 0
Now using the equation-8 the Information Content IN for this
fuzzy set v low: IN (Dv low) = 0

For the fuzzy set low of the txn amt we have
|Dlow| = 2.89,
|Dlow

1 | = 2.4666, |Dlow
2 | = 0.329, |Dlow

3 | = 0.099
Information Content IN for this fuzzy set low: IN (Dlow) =
0.7199

For the fuzzy set medium of the txn amt we have
|Dmedium| = 0,
|Dmedium

1 | = 0, |Dmedium
2 | = 0, |Dmedium

3 | = 0
Information Content IN for this fuzzy set medium:
IN (Dmedium) = 0

For the fuzzy set high of the txn amt we have
|Dhigh| = 0.04,
|Dhigh

1 | = 0.04, |Dhigh
2 | = 0, |Dhigh

3 | = 0
Information Content IN for this fuzzy set high: IN (Dhigh) =
0

For the fuzzy set very high of the txn amt we have
|Dv high| = 2.83,
|Dv high

1 | = 1.23, |Dv high
2 | = 0.80, |Dv high

3 | = 0.80
Information Content IN for this fuzzy set v high:
IN (Dv high) = 1.553

We calculate the Expected Information for the attribute
txn amt by applying equation-7 as:
EN |txn amt = ( 1.997.75 × 0) + ( 2.897.75 × 0.7199) + ( 0

7.75 × 0) +
( 0.047.75 × 0) + ( 2.837.75 × 1.553) = 0.8356

Now using the equation-9 we can calculate the Information
Gain for txn amt as:
IG(txn amt,N) = 1.1868− 0.8356 = 0.3512
Similar way if we calculate the Information Gain for
the attributes tts diff and Loc diff we will get:
IG(tts diff,N) = 1.1868− 0.8051 = 0.3817
IG(Loc diff,N) = 1.1868− 1.1171 = 0.0697

The algorithm FuzzITree selects the attribute for which the
Information Gain is highest as splitting attribute in current
node and it creates branches. This process is repeatedly applied
in the new subtrees until it reaches a leaf which determines
the class of the transaction for which the path from root to
leaf is resembled.

V. CONCLUSSION

We have presented here the mathematical process to create
an ID3 decision tree by using fuzzy logic. We have applied our
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algorithm FuzzITree on the normalized training data shown in
table II. Out of all these attributes we have considered the
most relevant attributes txn amt, tts diff , and Loc diff
to reduce the irrelevant processing so that the detection can
be done in optimal time. As per the execution result of the
algorithm on training data it is observed that all the transactions
are classified correctly except the transaction no. 7. We have
conducted test on some other transactions as well with different
values of the attributes in different situations to determine
the detection rate and by considering all the test results it is
observed that the detection rate is 89%.

We will further proceed our research using fuzzy concept
to find the more optimal way for fraud detection purpose. We
will be using our algorithm along with the fuzzy neighborhood
techniques. Also some empirical studies are going on for
further efficient solutions.
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Abstract—Multi-hop wireless networks are becoming more and
more advanced in its technology. In this paper we have presented
a simple three-dimensional minimum angle (3DMA) routing and
scheduling protocol for multi-hop wireless networks. The 3DMA
routing protocol is a distributed routing protocol, in which a sender
selects the next hop as forwarder/relay node form the set of its
neighbors, for sending data packets towards destination, which
node makes minimum angle with the reference line drawn from
source to destination. We have implemented the 3DMA algorithm
in such a way, that it is always loop free and needs minimum
number of hops to reach the destination. Through simulation,
performance evaluation and result analysis of 3DMA is done by
calculating the end-end throughput and Energy Consumption for
each sender for sending data packets from source to destination.
Analysis of output results are done by changing location of user,
destination and nodes of the network.

Keywords—Multi-Hop, routing, scheduling, throughput, three-
dimension, protocol

I. INTRODUCTION

In last few decades a huge number of routing protocols
have been proposed, most of them are for two dimensional
spaces. These protocols are not applicable in complicated and
challenging three dimensional spaces like underwater, air etc. In
practice multi-hop wireless networks (mobile ad-hoc networks,
wireless sensor networks, wireless mesh networks, vehicular
ad-hoc networks etc.) are often deployed in three dimensional
spaces for various important applications such as sky space or
atmosphere that is airborne network [16][14]; ocean monitoring
that is underwater sensor networks [18][6][7][22][17][10]; forest
fire monitoring [3][2] and others[1]. Generally 3D embedding
gives more accurate network behavior in real world applications
[11]. Three dimensional routing protocols are important to
gather and collect those phenomena which cannot be collected
by 2D routing protocols. The 3D routing techniques provide
number of applications for scientific, environmental, commer-
cial and military purpose [4][5] including disaster prevention,
pollution monitoring[15], seaward exploration and oil/gas moni-
toring etc[20][19]. Airborne networks provide air-to-air, surface-
to-air and sometimes surface-to-surface communications. In
military at the time of war airborne network can enable military
planes to communicate with platoons or solders on the ground
without any fixed infrastructure[20]. From our study so far,
we have found very less number of efficient three dimensional

routing protocols have been proposed, because designing of 3D
routing protocols are surprisingly more difficult than designing
2D routing protocols. Its a hot topic for the researcher to de-
velop efficient, reliable routing techniques for three dimensional
approach. Hence we are motivated to develop efficient routing
and scheduling techniques for challenging three dimensional
environments.

To obtain the location information in three dimensional
coordinates( latitude, longitude, altitude) [20] GPS (Global
Positioning System)[8] and other similar techniques are used.
Geographical routing protocols do not need route discovery and
route maintenance like topological routing algorithms therefore
dynamic changes in network can be adjusted easily[1].

We have considered multi-hop wireless network, where each
node knows its own location, locations of neighbors and other
nodes in the network using centralized location management
technique like GPS or locations are pre decided before de-
ployment. Nodes in the network receive and forward packets
through one or more intermediate nodes using wireless link
for the communication between two end points[13]. In this
paper, we have presented a simple three dimensional minimum
angle based routing protocol (3DMA). In 3DMA a reference
line is drown from source to destination, all the nodes within
the transmission range of the sender node are selected as a
set of neighbors of the sender, and draws lines connecting the
neighbors and the source, forming angles for every neighbor
with the reference line. The neighbor that creates minimum
angle is selected as a next hop node for forwarding packets
to the destination.

This paper is organized as follows. Section II is the related
works, section III is the methodology and algorithm, section IV
is the performance evaluation and analysis of result and finally
section V is the conclusion.

II. RELATED WORKS

Research in three dimensional routing in multi-hop wireless
networks is gaining popularity because many applications such
as air space or atmosphere monitoring, underwater monitoring,
forest fire detection, etc. needs three dimensional routing for
gathering informations. Wang et.al [23] proposed an efficient
sub minimal ellipsoid geographical greedy face routing protocol
(EGE3D). In EGE3D a vertical ellipse region is uniquely shaped
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when neighbor nodes of the sender is set to one point in the
ellipse. Ellipse zone is constructed from one neighbor node
by this sender node and determines that this neighbor on the
ellipse will keep the second least angle (sub minimal) to the
line from source to destination, where inside the sub minimal
ellipse the packets forwarded greedily until a local minimal is
obtained. They have used face algorithm to avoid void node
problem (VNP). Rubeaai et al. [1] have proposed a three-
dimensional real-time routing protocol (3DRTGP) for wireless
sensor networks.This protocols achieve real-time routing op-
erations using adaptive packet forwarding region (PFR) and
selecting fast forwarding nodes in the PFR. PFR technique
limits the number of nodes forwarding towards destination.
They have given a heuristic solution for void node problem
in 3D wireless sensor networks. The 3DRTGP gives tuning
techniques to make the protocol meet the delay and miss ratio
requirements of applications. In [11] presented the design phi-
losophy and basic principle like neighbor selection rules, routing
hole bypass approaches and classifications of 3D geographic
routing (3DGR) protocols and categorized current research work
based on different criteria. They compared 3DGR from a variety
of perspective and applications like, guaranteed delivery, path
quality, reactive, distributed, complexity and communication
overhead.They also have discussed various issues of 3DGR
routing protocols like, limitations of networks model, lack
of multidimensional geographic routing, lack of security in
geographic routing protocols. Shah and Kim[20] studied and
discussed the various issues related to 3D wireless ad-hoc and
sensor networks, mainly about 3D airborne ad-hoc networks
(AANET’s) and 3D underwater sensor networks (UWWSN).
Design requirements and challenges in 3D AANET’s and
UWWSN are discussed throughly.They also have highlighted
the various research issues in 3D wireless ad-hoc and sensor
networks. Fariborz Entezami and Christos Politis[9] have pro-
posed a routing protocol 3DPBARP which is a novel, real-time,
position based and energy efficient protocol for WSNs based
on spanning tree method.They have used greedy forwarding
approach when looking for a path to the destination. The
protocol uses unique restricted parent forwarding regions(PFR),
to cover only the parent node, which reduces the radio range
so that minimum number of nodes are covered. It reduces
the number of forwarding nodes as a result improve in traffic
and packet collision.They have used rainbow mechanism to
avoid dead end routes. Zhang et al.[24] studied the problem of
how to construct a 3D wireless sensor networks that achieves
low connectivity and full coverages by using less number of
sensors. They have designed a set of patterns to achieve the
full coverage and K connectivity where k <= 4. They have
proved the optimality of 1-, 2-, 3- and 4-connectivity and full-
coverage, and proved their optimality under any value of the
ratio of communication range rc over sensing range rs, among
regular lattice deployment patterns. They have compared with
14-connectivity and observed when rc/rs = 1 the number
needed to achieve 14-connectivity is around 2.5 times that to
achieve 3- or 4- connectivity and 3.5 times that to achieve 1-
or 2- connectivity. The number difference increases as rc/rs
decreases. They also have investigated the evolutions among all
the proposed low-connectivity patterns. In [13] and [12] Hussain
et al have presented a simple routing and scheduling techniques

for multi-hop wireless networks based on minimum angle and
minimum angle intermediate node. Earlier we have implemented
the protocol for 2D spaces, in this work we have implemented
the 3DMA for 3D spaces considering some other issues of 3D
scenario.

III. 3DMA PROTOCOL DESIGN

In the design of 3DMA routing protocol, it is assumed that
each node knows its own location, location of neighbors and the
destination location, using GPS or some other centralized loca-
tion management techniques. We have considered that nodes are
homogeneous and distributed randomly in a three dimensional
plane. Suppose a 3D multi-hop wireless network consists of a
set V of n nodes distributed in a 3D plane {X,Y, Z}. Each node
has transmission range TR. Two nodes u and v can receive and
send signal directly if the following equation-1 is satisfied.

‖uv‖ ≤ TR, (1)

where ‖uv‖ is the Euclidean distance between u and v in
{X,Y, Z} plane. In multi-hop wireless network, it is responsi-
bility of routing protocols to find path between two end points
through intermediate nodes. Traffic passes through intermediate
nodes from source to destination, intermediate node act as a
relay or forwarder. In our proposed protocol we have calculated
path from each user to base station which is not much deviated
from base station. This is particularly useful when a large
number of nodes deployed in larger networks in a 3D plane
and route is to be constructed from source to destination. In
this paper, we have explained the proposed 3DMA routing
protocol for 3D space based on minimum angle with distributed
scheduling.

In the design of 3DMA routing protocol, first a reference
line is drawn from sender/user/source to destination/base sta-
tion/sink. Then a set of neighbor nodes are selected within
the transmission range TR of the sender node. Suppose a
user/sender node U has location (Ux, Uy, Uz) and another
node N has location (Nx, Ny, Nz) in a 3 dimensional plane
{X,Y, Z}, Node N will be in the neighbor set of node U , if
Euclidean distance ‖UN‖ between U and N is less or equal to
the transmission range TR of U .

After that, selection of an intermediate node (IM) for
forwarding or relay packets towards destination form selected
neighbor list which makes minimum angle with the reference
line drawn from source/user to destination/base station. Suppose
sender/user node S has location (Ux, Uy, Uz), location of a
neighbor node N is (Nx, Ny, Nz) and the location of the
destination D is (Dx, Dy, Dz). For calculating angle �NUD
i.e. θ formed by node N with the reference line drawn from U
to D depends on two vectors, vector from source to destination,
#   »
UD and the vector from source to the node N itself,

#   »
UN. The

vector
#   »
UD is given by (Ux −Dx, Uy −Dy, Uz −Dz) and

#   »
UN

is given by (Ux − Nx, Ux − Ny, Ux − Nz). Angle θ made by
a node N from list of neighbor nodes, with the reference line
drawn from sender U to destination D is calculated by the
equation- 2 given bellow-
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θ = cos−1
[ #   »

UN · #   »
UD

‖ #   »
UN‖‖ #   »

UD‖
]
, (2)

where (
#   »
UN · #   »

UD) is the dot product of
#   »
UN and

#   »
UD,

‖ #   »
UN‖ and ‖ #   »

UD‖ is the euclidean vector norms [1]. Among
all the neighbors the node that formed minimum angle with
the reference line, is selected and used as forwarder towards
destination. Now this node acts as a sender node, a reference line
is drawn from this new sender node to the destination, then again
minimum angle node is selected from neighbor list of this new
sender node. Same procedure will be repeated for transferring
the role of sender node to chosen intermediate node(IM), till
it reaches the destination/ base station as an intermediate node
and it will stop there.

Figure-1 describes clearly about 3DMA routing protocol, the
nodes are defined by its three dimensional location information.
We have considered here only one user/sender node and the
range of a node is 25 to understand the protocol clearly. First
a reference line (black lines is used in the Figure- 1 for
representing the reference line from sender to destination) is
drawn from user U1(0, 50, 50) to the base station BS(45, 60, 0),
U1 finds set of neighbor nodes within its transmission range
having location information (0, 50, 40), (10, 50, 35), (17, 60, 35)
and (12, 60, 40), lines are drawn from sender to connect all these
four neighbors (in Figure-1 blue lines are drawn for connecting
sender with its neighbor nodes). Then angles with the reference
line drawn from U1 to BS for these four neighbor nodes are
calculated, it is found that the node having location information
(10, 50, 35), we have named it as U11, has formed minimum
angle with the reference line, so node U11 is selected as next
hop node/forwarder node towards the destination. We connect
U11 with U1 for showing the selected routing path (in Figure-
1 red line is drawn for marking the finally selected routing
path). Now U11 will act as the next sender node, like node U1 a
reference line is drawn from U11 to BS, neighbors of U11 within
its transmission range are (17, 60, 45), (0, 50, 40), (0, 50, 25)and
(30, 50, 25), the neighbor node having location information
(30, 50, 25), named as U12 have made minimum angle with
the reference line U11 to BS, therefore node U12 is the next
forwarder node towards the destination. In the same way we
have evaluated the proposed 3DMA routing protocol for the
example network given in Figure- 1, we have found that the
node having location information (42, 62, 10), named as U13

among all neighbors of U12, have formed minimum angle
with the reference line drawn from U12 to BS; so node U13

is the next forwarder node towards destination ( in Figure-1,
U12 is connected with U13 with a red line for showing the
selected routing path). Here in the example network shown in
Figure-1, U13 is the last intermediate node to reach the final
destination/base station BS, among the neighbors of U13, the
node having location information (45, 60, 0), which is the base
station(BS) have minimum angle (0 degree) with the refer-
ence line, this means final destination is reached, U13 and BS
are joined with a red line and here it stops. The path calculated
by the 3DMA routing protocol is U1 −U11 −U12 −U13 −BS.
It is clear from the Figure-1 that the packets reached at the base
station/destination from sender through the minimum number of

hops hence least delay, provides best possible link and improved
end to end throughput. Path calculated by 3DMA is loop free.

A. Scheduling in 3DMA

In multi-hop wireless network due to interference caused by
simultaneous transmission of nodes decrease the performance
of network. Reason of interference between wireless devices
is the broadcast nature of wireless communication[21]. Higher
interference usually results in lower reliability of data trans-
mission. To overcome this problem a Scheduling techniques
is used. Packet scheduling is the process of allowing nodes
in a network to receive or send packets so that there is no
interference with other nodes in the network and maximize
the system capacity, which is the most important radio re-
source management function in networks [21]. Scheduling is
responsible to determine which packets are to be transmitted
such that resources are fully utilized. In scheduling different
links are activated at different time slots, for spatial reuse and
higher spectral efficiency, transmission group may be formed for
simultaneous transmission over group of links. In the proposed
3DMA routing protocol, at a given time, it is assumed that only
one user has data to send to the base station or destination.
Therefore only links in the route from that particular user to
destination will be activated. If more than one user is ready to
send data, then they need to take turn, one user at a time.

IV. PERFORMANCE EVALUATION AND RESULT

DISCUSSION:

Performance of 3DMA routing protocol is evaluated by
calculating end-to- end throughput and energy consumption,
considering simulation parameters which are common for all
nodes (as shown in table-I). All the nodes scattered in the
network can be source or destination node, in 3DMA one of
those scattered nodes is selected as a destination node and
some of those as source nodes. We have considered a medium
size network and find the route for number of senders to a
destination. It is assumed that all nodes in the network knows
the location information of itself, its neighbors and other nodes
in the network using centralized location management system
like GPS, or some other location management techniques or
pre decided before deployment. For smaller transmission range
we have divided X , Y and Z coordinate of each node in the
network by 10.

TABLE I: Network simulation parameters

Network parameter Value
Data packet size 1 MB
Network Area 50× 60× 50
Number of nodes 65 to 80
Range of node 2.5 Km
Eelec 50nJ/bit
Eamp 100pJ/bit/m2

Number of Sender 6

In the 3DMA routing protocol for calculating throughput, we
have assumed that nodes have burst profiles with modulation
and coding rates to obtain different data rates with different
transmission distance (as shown in table II).
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Fig. 1. Routing path selection by 3DMA

TABLE II: Bit rate and transmission ranges

Modulation Coding
Rate(C rate)

Transmission
Range(in Km)

Bit
rates(B rate)
(in Mbps)

QPSK 1/2 3.5 < li <= 5 2
16-QAM 1/2 2 < li <= 3.5 5.5
64-QAM 3/4 li <= 2 11

Table-II shows that for different transmission ranges, differ-
ent modulation and coding rates are used to obtain different bit
rates. Smaller distance gives higher bit rate for data transmis-
sion. The 3DMA protocol calculates the time slot Ti(sec) for
transmitting data packet of size F (MB) in ith link, having bit
rate of a link B rate (in Mbps) and coding rate C rate by
using the following equation-

Ti =
( F
C ratei

)

B ratei
, (3)

end-to-end throughput ETH of a route from sender to destina-
tion is calculated using the equation- 4

ETH =
F

∑pl
i=1 Ti

, (4)

where pl is the number of links between source and desti-
nation i.e. the path length and Ti is the sum of times needed to
travel each link in the routing path.
Throughput of the whole network is given by equation- 5

ETH3DMA =

Un∑

j=1

(
F

∑pl
i=1 Ti

), (5)

where Un is the number of user or sender in the network.

Energy consumption is another important issue in multi-
hop wireless networks, specially in multi-hop wireless sensor
networks. The 3DMA protocol calculates energy consumption
of each node for transmitting and receiving packets. For a
receiver node energy consumption per bit in RF module[9] is
calculated using the following equation 6

Erec(k) = Eelec · k, (6)

where Eelec is the energy required to process 1 bit of
message and k is the length of the message in bit.
Energy consumed by the transmitter in RF module[9] is calcu-
lated using equation 7

Etrans(k, d) = Eelec · k + Eamp · k · d2, (7)

where d is the distance between sender and receiver in
meter. Eelec is energy required to process 1 bit , Eamp is the
energy required to transmit 1 bit (nJ Nano-joule, pJ Peta-joule
), and k is the length of the message (in bit).
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Fig. 2. The First Network

TABLE III: Performance Analysis of first Network shown in
Figure-2

Sender ETH
(Mbps)

No. of IM Time(Sec) Energy
(Joule)

Sender1 1.0313 3 0.9697 1.12×1028

Sender2 0.8250 3 1.2121 1.44×1028

Sender3 2.7500 2 0.3636 0.53×1028

Sender4 0.8250 3 1.2121 1.38×1028

Sender5 1.6500 2 0.6061 1.20×1028

Sender6 1.6500 2 0.6061 0.74×1028

Fig. 3. The Second Network

TABLE IV: Performance Analysis of Second Network shown
in Figure-3

Sender ETH
(Mbps)

No. of IM Time(Sec) Energy
(Joule)

Sender1 0.6875 5 1.4545 1.64×1028

Sender2 1.3750 3 1.7273 1.10×1028

Sender3 0.7500 4 1.3333 1.69×1028

Sender4 1.0313 3 0.9697 1.42×1028

Sender5 .5500 6 1.8181 2.14×1028

Sender6 1.3750 1 0.7273 0.76×1028

Figure-2, Figure-3, Figure-4 and Figure-5 are showing the
routing path for data transmission by 3DMA routing protocol
from 6 senders/users U1, U2, U3, U4, U5 and U6 to base
station/destination. In the first network, sender nodes are placed
on the edges in other side of network and base station is placed
in the center of the network. In 2nd and 3dr networks the
base station is placed in one edge and senders are placed in
the others edges of the network. Table-III, table-IV, table-V
and table-VI are tabulated, the end-to-end throughput for each
user, number of intermediate nodes in the routing path between
source and destination, total time needed to travel data packets
from source to destination, total energy consumption for each
sender to transmit data packets to destination.

Fig. 4. The Third Network

TABLE V: Performance Analysis of Third Network shown in
Figure-4

Sender ETH
(Mbps)

No. Time(Sec) Energy
(Joule)

Sender1 0.6875 5 1.4545 1.86×1028

Sender2 0.7500 4 1.3333 1.47×1028

Sender3 0.6346 6 1.5758 2.04×1028

Sender4 .9167 3 1.0909 1.20×1028

Sender5 1.7686 2 .8485 0.84×1028

Sender6 1.3750 3 0.7273 0.77×1028
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Fig. 5. The Fourth Network

TABLE VI: Performance Analysis of Fourth Network shown in
Figure-5

Sender ETH
(Mbps)

No. Time(Sec) Energy
(Joule)

Sender1 0.9167 4 1.0909 1.65×1028

Sender2 0.6347 6 1.5758 1.83×1028

Sender3 2.0627 3 0.4848 0.81×1028

Sender4 .7500 4 1.3333 1.55×1028

Sender5 1.1786 2 0.8485 0.83×1028

Sender6 0.7500 4 1.3333 1.87×1028

From table-III, IV,V and VI, it is observed that, if the
link distance between two nodes in the routing path is less,
it takes less time for sending data packets between nodes, so
it increases the throughput. When distance between sender and
destination is long and distance between intermediate nodes are
also reasonably long in routing path, then it takes more time
to reach the destination, which in turn reduces the end-to end
throughput and increases the energy consumption for transmit-
ting data packets. The performance analysis tables shows that if
throughput increases then it decrease the energy consumption. If
the link distance between two nodes is more, then more energy
is needed to transmit the data packets between them. 1

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a simple 3 dimensional
routing protocol (3DMA) for multi-hop wireless networks,
intermediate nodes towards destination are chosen based on the
angle which is minimum among all the angles formed by the
lines from sender to its neighbors and the reference line from
sender to destination. We have calculated efficient routing path
for each sender to destination, which takes minimum number
of hops to reach the destination, considering that at a time
one user node has data to send. Performance of the 3DMA

1
Sender,user,source are used synonymously and the base station and destination are used synonymously.

routing protocol is evaluated by calculating, time, end-to-end
throughput and energy consumption for each user. After analysis
the results we have observed that if distance between two node
in the routing path is long then it decreases the throughput and
increases the energy consumption for transmitting packets i.e. if
throughput increases then amount of energy needed to transmit
data packets decreases. The proposed 3DMA routing protocol
is loop free. In future work our focus will be on developing
efficient scheduling techniques so that at a time more than one
user can send data without any interference, considering node
mobility of the nodes in network.
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completely green products, for they all use 

up energy and resources and create by-

products and emissions during their 

manufacture, transport to warehouses and 

stores, usage, and eventual disposal. So 

green is relative, describing products with 

less impact on the environment than their 

alternatives.

(Ottman -1998, p. 89)

Green product is one of the most popular 

buzz words in the field of business and 

academia. In fact the growing concern of 

environmental issues has compelled both the 

seller and buyer towards adopting green 

movement as per as products and services 

are concerned. The WTO declaration of 

sustainability reveals that people of today 

should utilize environmental resources in 

such a fashion that the upcoming generation 

would also be able to equitably exploit such 

resources.  The entire world is principally 

agreed committed to emphasis on usage of 

renewable products so that the depletion in 

the environmental resources could be 

minimized up to a certain extent. Researches 

are going on how to compensate or replenish 

the losses or exploitation of resources in 

order to balance physical, chemical, 

biological equilibrium of the universe. This 

should not be a statue of policy rather the 

policy should be visible flowing in the 

system through regular implementation and 

interventions. Otherwise the entire world 

would succumb the most detrimental ever 

policy paralysis. This paper would attempt 

to investigate how the policy framework on 

sustainability and green issues are being 

penetrated in the peripheral part of India. 

This research work would essentially 

manifest what extent the people at remote 

corner of India are aware, eager and actively 

participate in green movement in the same 

rhythm and spirit as the entire nation in 

convergent with global expectations and 

practices. 

Literature Review: 

Behavioral intentions are defined as a 

measure of a person's relative strength of 

purpose to execute certain behavior, Ng, S., 

& Paladino, A. (2009). According to 

Rashid, N. R. N. A. (2009), the green 

purchase intention as the probability and 

willingness of an individual to give 

preference to green product over 

conventional products in their purchase 

considerations. However referred green 

purchase intention as a determination to act 

in a certain way, Ramayah et. al (2010). 
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Abstract— Environment has become a 
major issue for the sustenance and 
survival of living creature. Human 
societies aspire for continuous 
development i.e. development of 
technology, creation of innovative 
product, enhancing conform and greater 
communication. These compel to go for 
mass exploitation of resources that 
essentially include natural resources. 
Many a times the human beings overused 
and particularly most of them are 
irreversible in nature. In-fact it is an 
alarming situation, that highest effort 
should be given to reduce man-made 
pollution and environment degradation. 
The concept of green product has been 
evolved with the principle and 
commitment of the human races to use or 
exploit natural resources as least as 
possible i.e. required for smooth 
functioning of the civilization. This would 
enhance the scope for future generation 
for their survival, growth with 
sustainability. This mission can only be 
achieved if the new generation has 
environmental awareness and affinity 
towards using green products. The 
awareness generates through literature 
studied during school days, the value 
proposition and commitments of the 
family and the practices of social groups 
concerning the issues of the environment. 
On the contrary it is also imperative to 

understand whether the society has been 
adopting green products, whether the 
green products are available, accessible 
and affordable by the consumer in the 
market they operate. This study 
essentially would attempt to establish 
relationship among different variables 
which could be important for enhancing 
higher use of green products. The study 
area has been chosen from the largest 
state of north-east which is coveted by 
flora and fauna and largely dominated by 
forest area. Since the study is on 
understanding the level and intensity of 
purchase behavior intention of target 
population, adequate representative 
sample belonging to young age group of 
the state has been captured for collecting 
adequate information to fulfill the 
research objectives. As the paper is 
empirical in nature, the data set has been 
tabulated an analysis using SPSS, AMOS 
package. The study shows that ‘Attitude 
towards environment’ and ‘Attitude 
towards Green Products’ of the 
respondent – consumer towards 
‘Purchase Intention’ for green products. 
The model is over justified and fit as the 
R2 value is 0.87 i.e. 87% of the data set 
satisfied the model.  
Keywords - Green product, Sustainability, 
Affinity, Young Generation, Arunachal 
Pradesh 

I. INTRODUCTION 

Green products are energy efficient, durable 

and often have low maintenance 

requirements, free of ozone depleting 

chemicals, toxics compounds and don’t 

produce toxic by-products. Often made of 

recycled materials or content or from 

renewable and sustainable sources. 

Green product is defined as:

Green products are typically durable, non-

toxic, made of recycled materials, or 

minimally packaged. Of course, there are no 

2
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influence of media exposure on purchase 

intention of lead-free electronic products 

(green electronics) amongst 170 lecturers in 

Universiti Sains Malaysia. 

They abstracted the green purchase intention 

as an individual‟s plan to involve in some 

action within a specific time and the 

probability that individual will perform an 

eco-behavior. Qader and Zainuddin (2011) 

have operationalized their dependent 

variable – green purchase intention as a 

single (1) dimension with three statements to 

measure intention.

Joshi, Y., & Rahman, Z. (2015) In their 

study draw the conclusion that the 

consumers are willing to buy green products 

although this will somehow does not 

translate into actual purchases. The authors 

viewed that companies offering green 

products should not view their offering just 

as a unique product that presents new 

business opportunities, and overprice the 

product on the basis of it being ‘green’. This

‘green thinking’ should be a part of an 

organization’s work culture and ethics. The 

company should want to make products that 

are safe for the environment and accessible 

to everyone. The retailer should keep a 

variety of products so that consumers have 

better and broader choice ranges, thus really 

encouraging consumers and society to ‘go 

green’.

For the purpose of this study, green purchase 

intention was abstracted as a one-dimension 

based on Chan and Lau (2000) and Qader 

and Zainuddin (2011) definitions. In 

addition, the definition of this dependent 

variable will be consistent with Rashid, N. 

R. N. A. (2009) which defined green 

purchase intention as the probability and 

willingness of an individual to give 

preference to green product over 

conventional products in their purchase 

considerations.

Objectives of the study: 

1. To study and exhibit the domain of 
green products in Indian context.

2. To explore the level of awareness 
and affinity of green products among 
young generation in the state of 
Arunachal Pradesh.

3. To understand the influencing factors 
that enhances purchasing of green 
products in the study region.

4. To formulate and establish a research 
frame work incorporating all the 
influencing variables with reference 
to purchasing intention of green 
products.

Purpose of Research: 

The purpose of the research work is to 

understand the level of awareness about 
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Rezai, G., Mohamed, Z., & Shamsudin, 

M. N. (2011, June) in their study, it was 

found that there is a significant differences 

among the respondents’ awareness towards 

green food and age, geographical area, 

education level and income. The study also 

indicated that green food is not only about 

being organic but it also encompasses the 

concept of food safety, health issues, 

environmental hazard as well as animal 

welfare. Thus, the study shows that the 

target group was aware of the green concept 

which is a strong indicator of consumers’ 

intention to go green in food consumption.

A conceptualized model developed by 

Chan, R. Y., & Lau, L. B. (2000) consisted 

of environmental concern, environmental 

knowledge, green purchase intention, actual 

purchase behavior and man nature 

orientation. In the study it was suggests that 

actual purchase behavior was highly 

dependent on a person’s green purchase 

intention and the model was aligned with 

Theory of Reasoned Action and Theory of 

Planned Behavior by Ajzen, I. (1991). The 

dependent variable – green purchase 

intention in Chan and Lau (2000) study has 

been measure by using as a single dimension 

with four statements.

Chen, Y. S., & Chang, C. H. (2012) Green 

perceived value would positively affect 

green trust and green purchase intentions, 

while green perceived risk would negatively 

influence both of them. Furthermore, their

study demonstrates that the relationships 

between green purchase intentions and their 

two antecedents – green perceived value and 

green perceived risk – are partially mediated 

by green trust. Hence, investing resources to 

increase green perceived value and to 

decrease green perceived risk is helpful to 

enhance green trust and green purchase 

intentions.

However, the definition given by Han et. al

(2009) on green purchase intention as ‘the 

likelihood of the hotel consumers of visiting 

a green hotel, engage in a positive word-of-

mouth behavior, and willingness to pay 

more for the green hotel’. The conceptual 

model developed in their study aims at 

investigate the relationship between attitude 

toward green behaviors, overall image and 

green behavioral attention among general 

hotel consumers who were age range 18 

years old and above. The study was 

conducted in U.S. The result reveals that 

there were three dimensions which are 

involved viz. visit intention, word-of-mouth 

intention, and willingness to pay more.

Another study conducted by Qader and 

Zainuddin (2011) aims to identify the 
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influence of media exposure on purchase 

intention of lead-free electronic products 

(green electronics) amongst 170 lecturers in 

Universiti Sains Malaysia. 

They abstracted the green purchase intention 

as an individual‟s plan to involve in some 

action within a specific time and the 

probability that individual will perform an 

eco-behavior. Qader and Zainuddin (2011) 

have operationalized their dependent 

variable – green purchase intention as a 

single (1) dimension with three statements to 

measure intention.

Joshi, Y., & Rahman, Z. (2015) In their 

study draw the conclusion that the 
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translate into actual purchases. The authors 
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For the purpose of this study, green purchase 

intention was abstracted as a one-dimension 

based on Chan and Lau (2000) and Qader 

and Zainuddin (2011) definitions. In 

addition, the definition of this dependent 
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R. N. A. (2009) which defined green 

purchase intention as the probability and 

willingness of an individual to give 

preference to green product over 

conventional products in their purchase 

considerations.

Objectives of the study: 

1. To study and exhibit the domain of 
green products in Indian context.

2. To explore the level of awareness 
and affinity of green products among 
young generation in the state of 
Arunachal Pradesh.

3. To understand the influencing factors 
that enhances purchasing of green 
products in the study region.

4. To formulate and establish a research 
frame work incorporating all the 
influencing variables with reference 
to purchasing intention of green 
products.

Purpose of Research: 

The purpose of the research work is to 

understand the level of awareness about 
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Rezai, G., Mohamed, Z., & Shamsudin, 

M. N. (2011, June) in their study, it was 
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perceived value would positively affect 

green trust and green purchase intentions, 

while green perceived risk would negatively 

influence both of them. Furthermore, their
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(2009) on green purchase intention as ‘the 

likelihood of the hotel consumers of visiting 

a green hotel, engage in a positive word-of-

mouth behavior, and willingness to pay 

more for the green hotel’. The conceptual 

model developed in their study aims at 

investigate the relationship between attitude 

toward green behaviors, overall image and 

green behavioral attention among general 

hotel consumers who were age range 18 

years old and above. The study was 

conducted in U.S. The result reveals that 

there were three dimensions which are 

involved viz. visit intention, word-of-mouth 

intention, and willingness to pay more.

Another study conducted by Qader and 

Zainuddin (2011) aims to identify the 
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Design of research instrument: 
The research instrument was designed to 

understand the influencing factors which 

impacts on purchase intention for green 

products. Based on review of leading 

research papers and interaction with the 

domain experts and also results of pilot 

study, a proposed model was designed using 

assumed independent and dependent 

variables. All the variables were measure 

using 5-point Likert scale where score 1 & 5 

depicts strongly disagree and strongly agree 

respectively. Research questions were 

designed in conformance with each of the 

variables so as to understand whether these 

variables have any relationship to each other 

in the form of independence – dependence 

framework. 

Tools & Techniques to be used for data 

analysis: 

The collected information was tabulated 

using SPSS and SPSS-AMOS statistical 

Package to perform Descriptive and 

inferential statistics including structural 

equation modelling (SEM) in order to

understand interrelationship with varying 

intensity of all the variables which would 

yield significant impact on green product 

purchase behavior among the target 

segment. This has helped to interpret the 

extent of awareness and affinity of the target 

respondent and its implication towards 

purchase intention of green products.

 
Analysis & Interpretation  
 

Table - II 
Two Stage Random Sampling Methods for choosing 

Educational institutes 
(Government and Private) 

Total 
no. of 
Institut
ions in 
the 
study 
region 
(Govt. 
&
Private
)

No. of 
Institut
ion 
selecte
d (First 
Stage)

Name 
of the 
Institut
ions 
Selecte
d

Popula
tion of 
final 
year 
student
s in 
each 
institut
ion 
selecte
d

Sampl
e
selecte
d form 
each 
Institut
ions
(Secon
d
Stage)

Unit of 
sample 
as a 
Percent
age of 
Popula
tion

Govt.  –
08

2 GHSS 
- Ita

366 73 20%

KV - 2 65 13 20%

Private -
10

2 Green 
Mount

250 25 10%

King 
cup

109 12 10%

Govt.  
– 03

1 DNGC 
-02

836 84 10%

Private -
08

2 DBC 348 35 10%

NENC 04 04 100%

Govt.  
– 3

1 RGU 660 102 15%

Private 
- 2

1 Himala
ya 

Univer
sity

552 52 10%

Total  
- 30 

09 3190 400 12.53 
% 
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green products and purchasing intention 

among young generation in peripheral state 

of India. The objective of the study has been 

rounding on the core ideas i.e. the extent of 

attitude of the respondent towards 

environment and corresponding attitude 

towards green product which may possibly 

interact and influence on purchase intention 

for green products. 

Research Methodology: 
 

The study is conducted based on empirical 

analysis of data set which has been collected 

from target sample. The study was primarily 

focused on young generation of the state 

under study. To capture the views and 

observation of young generation the 

sampling framework was designed taking 

students of different level as stratum. For 

this purpose the final year students 

considered representing higher secondary 

level, undergraduate and post-graduate level. 

Two stage stratified random sampling 

method was adopted in order to minimize 

data inconsistency and biases. Details of 

sampling plan and data sources are

illustrated below:

Sampling Frame: 

Two stage stratified random shall be adopted 

to select the respondent. The unit of sample 

would be student – respondents who would 

be appearing final year/semester in 

academic year 2018 – 19 in respective 

institution. 

Table I 

Stage 1 – Randomly selected educational institutes (Government 
and Private) 

Study 
Region

Name of 
Stratum 
(First 
Stage)

Total no. of 
Institutions in 

the study 
region (Govt. 

& Private)

No. of 
Instituti

on 
selected 

(First 
Stage)

Types 
of 

Sampl
ing

State 
Capital of 
Arunachal 
Pradesh, 
India

High 
Secondary 

Schools

Govt.  8 2 First
Stage 
stratifi
ed  
Rando
m
Sampl
ing

Private 1
0

2

Colleges Govt.  0
3

1

Private 0
8

2

Universitie
s/Institutio
n of Higher 

learning

Govt.  0
3

1

Private 0
2

1

Source: *http://www.apdhte.nic.in/colleges.htm,
**http://www.rgu.ac.in/, DDSE capital complex, 

Arunachal Pradesh 
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Package to perform Descriptive and 
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respondent and its implication towards 

purchase intention of green products.
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&
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)
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Name 
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year 
student
s in 
each 
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Stage)
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08

2 GHSS 
- Ita

366 73 20%

KV - 2 65 13 20%

Private -
10

2 Green 
Mount

250 25 10%

King 
cup

109 12 10%

Govt.  
– 03

1 DNGC 
-02

836 84 10%

Private -
08

2 DBC 348 35 10%

NENC 04 04 100%

Govt.  
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Private 
- 2

1 Himala
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Total  
- 30 
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From the above statistics it is evident that 

both ‘attitude towards environment’ and 

‘attitude towards green products’ of 

respondent-consumer towards purchase 

intention for green products. However, the 

attitude towards green products of the 

respondent were found more significant i.e. 

0.79. whereas for attitude towards 

environment the obtained value is 0.20. 

The R2 value is 0.87 which is highly

significant and exhibit that the model is 

satisfied and justified by 87% of the data set. 

The attitude towards green product (ATGP) 

is positively impacted by Price Sensitivity 

(PS), Quality Enhancement (QE), Brand 

Familiarity (BF), Ease of Access   and 

Convenient to Use (CU).

ATGP  ======= PS = 0.31

ATGP  =======  QE = 0.28

ATGP  ======= BF = 0.28

ATGP  ======= Ease of Access = 0.32

ATGP  ======= CU = 0.41 

Similarly Attitude towards Environment 

(ATE) positively influence by four 

independent variable viz. Core 

Belief/Values, Environment Awareness 

(EA), Individual Commitments towards 

Environment (ICTE) and Government 

Policies initiated towards  Environment 

(GoP) .

ATE ======= Core Belief/Values = 0.34

ATE ======= EA = 0.32

ATE ======= ICTE = 0.40

ATE ======= GoP = 0.34

The statistics for determining model fit are 

enveloped below: 

Sample Size= 400

Degree of Freedom= 40

CR > ± 1.96

P value= 0.000, Chi-Square value = 218.8

GFI = 0.818

RMSEA = 0.125

AGFI:

CFI = .779

Page 8 of 13

Analysis  
Based on literature review and information 
collected from various dependable sources 
attempts were made to devise and indicative 
lists of green products which are being used 
or emerging in the market both for consumer 
and industrial purpose. Attempts were also 
made to make a working definition or a 
broad spectrum of conditions to consider 
green product. 
The concept of green product is vast and 
there is no single definition which can 
exhibit its spirits and essence in toto. The 
underlying presupposition is the green 
product is supposed to be the ultimate 
solution in the eyes of sustainability. The 
green product should confirm the following 
conditions:

a. It should be produced using green 
technology. 

b. It should contribute least possible 
carbon emission and impacts on least 
depletion of ozone layer. 

c. The products and its ingredient’s 
should be mostly recyclable.

d. Follow the modern concept of 
circular economy.  

e. Green products should be composed 
of nature based material rather a 
synthetic ingredients. 

f. Ideally green products should have a 
definite and short life span and 
devoid of any chemical synthetic 
material and preservatives i.e. 
perishable in nature. 

 
 
 

Table III 
Example of Green products in different sectors
FMCG - Biodegradable Detergents

- Soaps 
- Green tea
- Eco friendly Disinfectants 
- All types of papers (writing 

papers, tissues, toilet)
Consumer 
Durability

- Recyclable batteries
- LED light bulbs and tubes.
- Solar panels 
- Clay based cutlery and 

crookery’s  
Health - Biodegradable fittings & 

fixtures. 
- Cotton based consumables for 

dressing or bandit materials 
- Cotton bed sheet
- Eco friendly disinfectants
- Biodegradable gloves

White Goods - Stacked washing machine and 
clothes dryer.

- Gas fireplace.
- Refrigerators.
- Vacuum cleaner.
- Electric water heater tank.
- Small twin window fan.

Packaging 
material

- Edible package material like 
ice-cream cone.

- Paper bags.
- Tetra pack package 

Transportation - Bio fuel 
- Low carbon emission gas 

(CNG)
- Recyclable tires 

Sources: complied from https://www.conserve-energy-
future.com/25-green-eco-friendly-products.php
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is positively impacted by Price Sensitivity 

(PS), Quality Enhancement (QE), Brand 

Familiarity (BF), Ease of Access   and 

Convenient to Use (CU).

ATGP  ======= PS = 0.31

ATGP  =======  QE = 0.28

ATGP  ======= BF = 0.28

ATGP  ======= Ease of Access = 0.32

ATGP  ======= CU = 0.41 

Similarly Attitude towards Environment 

(ATE) positively influence by four 

independent variable viz. Core 

Belief/Values, Environment Awareness 

(EA), Individual Commitments towards 

Environment (ICTE) and Government 

Policies initiated towards  Environment 

(GoP) .

ATE ======= Core Belief/Values = 0.34

ATE ======= EA = 0.32

ATE ======= ICTE = 0.40

ATE ======= GoP = 0.34

The statistics for determining model fit are 

enveloped below: 
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GFI = 0.818
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products particularly in the indigenous community. 

Recommendation  
 
This study shows that respondent consumer 

of the region under study are more 

concerned towards Price Sensitivity (PS), 

Quality Enhancement (QE), Brand 

Familiarity (BF), Ease of Access   and 

Convenient to Use (CU) which forms 

attitude of the consumer towards green 

products that essentially influence purchase 

intention towards green products. On the 

contrary independent variables like viz. Core 

Belief/Values, Environment Awareness 

(EA), Individual Commitments towards 

Environment (ICTE) and Government 

Policies initiated towards Environment 

(GoP) also impact collectively towards 

forming attitude towards environment 

(ATE) and that essentially influence 

Purchase Intention (PI) for Green Products. 

However ATE ==== PI = 0.2 and ATGP 

===== PI = 0.79 respectively. This

represents that among the respondent 

consumer there is a need of enhancing 

higher environmental awareness or 

commitments towards environment among 

the young population of the state. Since the 

target population mostly engaged in school, 

colleges and university, the academic 

institution must organized environmental 

awareness camp in the campus as well as 

through outreach programmes so that this 

could influence the young generation for 

enhancing higher purchase intention of 

Green Products. On the other hand the entire 

world is moving towards green movement 

which would definitely enhance the smaller 

markets with good quality and affordable 

green products with higher accessibility by 

the consumer across the country. Unless the 

awareness and commitment towards 

environment is firmly reinforces, the 

improvement in supply side would not 

achieve the desired results. 

Conclusion  
 
This study attempts to understand the views, 

observations and the sense of commitments 

of young educated respondents of a north 

eastern state. The underline spirit behind this 

study was to explore the level of penetration 

of green movement from mainland India to 

the remotest corner of the country 

particularly among the budding leaders of 

the future. This study prescribed that all the 

state and non-state stakeholders should 

design and delivered environment related 

campaign or dedicated illustrative module in 

the course curricula as a means of time 

bound and OOP action plan. The term 

development has been perhaps wrongly or 

narrowly manifested within the locus of 

massive infrastructure, construction, and 

building of engineering structures to jump 
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NFI = .777

TLI =.735

Limitation of the study  
 
The study was designed to capture relevant 

information from the sampled respondents 

who are studying in different institutions in 

the capital complex of the state of Arunachal 

Pradesh. This study could be extended to all 

other districts of Arunachal Pradesh to 

understand the level of awareness and 

affinity in the heterogeneous environment, 

geo-political factors and diversified cultural 

values and practices i.e. spread over across 

all the distinct major and minor tribe of the 

state. The study cannot be holistic and 

comprehensive in nature with the 

tantamount of cross-sectional data. 

However, it could be more effective if 

longitudinal data could be captured and 

analyzed. The study outcome could be more 

convincing if samples could be captured on 

regular interval following the stratified 

random sampling method. Since the concept 

of green product is apparently new in the 

region, the study might suffer from non-

sampling errors. There is in need of 

Modification Indices as Chi-Square &

RMSEA value is high. AGFI values are 

slightly lower.

Scope for further study 
 

The study was conducted to understand the 

level of awareness and affinity among the 

young generation residing in a mountainous 

forest dominated state of north-eastern 

region which is somehow different from the 

tier-I and tier – II cities in regard to the 

lifestyle pattern, the level of consumerism. 

In fact the people at large in the region are 

more close to nature in the spectrum of 

biodiversity. The intention behind the study 

is to understand what extent the indigenous 

society is influenced by the ultra-modern 

lifestyle, hardcore consumerism with the 

advent of massive globalization leaving 

behind their core value and commitments 

towards nature. If these societies are aroused 

by the growing affinity towards usage of 

non-green products, it would be detrimental 

for the human civilization to sustain and 

survive. The study explicitly attempts to 

know the level of awareness among these 

population and whether such awareness 

essentially yield for developing higher 

purchase intention of green products or not. 

On the contrary, the study also focused on 

other cues of green products like price, ease 

of access, branding, ease of availability, 

quality enhancement and their possible 

impacts on purchase intention for green 
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understand the level of awareness and 
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However, it could be more effective if 
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analyzed. The study outcome could be more 
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young generation residing in a mountainous 
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On the contrary, the study also focused on 

other cues of green products like price, ease 

of access, branding, ease of availability, 

quality enhancement and their possible 

impacts on purchase intention for green 

11

152         ICBAI-2018 : e-Proceeding ISBN 978-93-86768-21-6



Page 12 of 13

from natural green to jungles of concrete.  

The north eastern states are still alive with 

its flora and fauna. If the adoption of green 

products has not been incorporated by 

upcoming generations, the flood of 

indiscriminate and irresponsible 

consumerism would sweep the core values

of sustainability for the region and for the 

entire nation.  
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from natural green to jungles of concrete.  

The north eastern states are still alive with 

its flora and fauna. If the adoption of green 

products has not been incorporated by 

upcoming generations, the flood of 

indiscriminate and irresponsible 

consumerism would sweep the core values

of sustainability for the region and for the 

entire nation.  
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Abstract—Speech encoding refers to compression for 
transmission or storage, possibly to an unintelligible state, with 
decompression used prior to playback. This paper attempts to 
formulate the semantic level compression technique on speech 
signals by preserving its prosodic features. LPC analysis will be done 
to identify the feature of the input speech. GMM will be used to 
preserve the emotional content while encoding. ANN will be utilized 
to identify the best features for encoding. Using such semantic based 
coding will highly reduce the computational overhead in speech 
coders. 

Keywords— Speech coding; G.723.1, iLBC; fuzzy clustering; 
Windowing; ANN 

I.  INTRODUCTION  
It is called the Three-dimensional sound compression of 

Google and its founders insist on strict anonymity of its 
compression method. On this particular compression method, 
it has assembled a method for encoding multiple directional 
audio signals using an integrated codec by a wireless 
communication device. 

The clinking use and buzzing popularity are proof that the 
Three-dimensional sound compression already a success with 
its the ability to capture, compress, and transmit three- 
dimensional (3-D) audio.  And it’s no wonder — looking at 
what the menu has in store for the VoIP enthusiasts. The 
modern VoIP can offer recording a plurality of directional 
audio signals and a taste-bud sating dessert of transmit three- 
dimensional (3-D) audio with ultimate compression. 

Still, the mystery that’s impossible to crack is: who among 
the VoIP codec will give the best compression rate. The 
speech codec founders often opt to remain secret and inform 
the users with a best value rather than its average score. The 
codecs considered for the comparative study: G. and iLBC, 
does it slightly differently and usually teams up with best or 
highly talented VoIP solutions networks that create a special 
meal for its users. 

This paper is organized as follows. Section II describes 
various existing speech coding techniques. Section III 
describes the proposed speech coders and its Features. Section 
IV describes The Comparative Study. Finally, Section V 
concludes the paper. 

II. EXISTING SPEECH SYSNTHESIS TECHNIQUES 
All around world, similar secret VoIP codecs are springing 

up which take the formality out of the voice chatting 
experience and inject a new sociable element. They offer an 
enticing combination of superlative clarity that we were not 
able to make till now, combined with best sample rate and 
variable bit rates — and carefully chosen — network 
standards.[1] 

Even though these are exclusive, low-delay CELP, Lossy 
codecs like G.728 are available they are not widely uses since 
it does not offer VBR ,Stereo and Multichannel access for its 
users.[1] Whenever some codec adds a the favor ,high 
compression rate beyond certain level it goes through the 
weakness [2]. so needs a vets on it and adds them on the 
selection list for the suitable speech communication standards 
only after that. 

The coding strategy for this study was limited to standards 
within the following 14 sectors defined according to the ITU-
T Perceptual evaluation of speech quality (PESQ) tool Sources 
(P.862 (02/01): 

Narrow-band speech coding  

• G.723.1, G.726, G.728, G.729, iLBC and others for 
VoIP or videoconferencing 

• Full Rate, Half Rate, EFR, AMR for GSM networks 

• SMV for CDMA networks 

Wide-band speech coding  

• G.722, G.722.1, Speex and others for VoIP and 
videoconferencing 

• AMR-WB for WCDMA networks 

• VMR-WB for CDMA2000 networks 

The G.722 uses a lossy sub-band ADPCM algorithm with 
a sampling rate of 16kHz . It works on bit rate of 64 kbit/s 
(comprises 48, 56 or 64 kbit/s audio and 16, 8 or 0 kbit/s 
auxiliary data) and will have 14 bits/sample with a latency of 
4ms.it support constant bit rate (CBR) and does not support 
variable bit rate(VBR)[3]. The G.722.1 uses a Modulated 
Lapped Transform, (based on Siren Codec), Lossy algorithm. 
It works on bit rate of 24,32 kbits/sec and will have 16 
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bits/sample with a latency of 40ms.it support constant bit rate 
(CBR) and does not support variable bit rate(VBR). The 
G.722.1C uses a Modulated Lapped Transform, (based on 
Siren Codec), Lossy algorithm. It works on bit rate of 24,32 
kbits/sec and will have 16 bits/sample with a latency of 
40ms.it support constant bit rate (CBR) and does not support 
variable bit rate(VBR). 

The G.722.2 (AMR-WB) uses a multi-rate wideband 
ACELP, Lossy algorithm with a sample rate of 16KHz. It 
works on bit rate of 6.60, 8.85, 12.65, 14.25, 15.85, 18.25, 
19.85, 23.05, 23.85 kbit/s and will have 14 bits/sample with a 
latency of 25ms.it support constant bit rate (CBR) and variable 
bit rate(VBR). The G.723 uses a ADPCM, Lossy algorithm 
with a sample rate of 8KHz. It works on bit rate of 24, 40 
kbit/s and will have 13 bits/sample..it support constant bit rate 
(CBR) and does not support variable bit rate(VBR). The 
G.723.1 uses a MP-MLQ, ACELP, Lossy algorithm with a 
sample rate of 8KHz[4]. It works on bit rate of 5.3, 6.3 kbit/s 
and will have 13 bits/sample with a latency of 37.5 ms .it 
support constant bit rate (CBR) and does not support variable 
bit rate(VBR). 

 

iLBC, another codec does it slightly differently. The iLBC 
uses a block independent linear predictive coding Lossy 
algorithm with a sample rate of 8KHz. It works on bit rate of 
15.2 kbit/s for 20 ms frames, 13.33 kbit/s for 30 ms frames. It 
support constant bit rate (CBR) and does not support variable 
bit rate (VBR)[5]. 

Shift the scene to G.729 and the tables of modern VoIP 
coding techniques. The recent turnaround of the speech coding 
like G.729(used in  videoconferencing also built largely on 
this simple insight, as well as on the related fact that broad 
coverage strengthens coding standards  for a sophisticated 
VoIP. There is an important lesson here for the proposed by 
the recent developments of speech coding standards. 

III. PROPOSED ALGORITHM  

. The Codec Description 

• The input speech will be given for LPC analysis for 
getting the LPC

. The result will be the smaller varying error 
coefficients according to the syllable, , , ,------
----------- . These parameters are to be found with 
the help of LPC . We get the this signal in Its z -
transform X(z) = ,. The result will 

be  have p equations and p unknowns ( , , ,----
------------- ) at every  20ms . so we need to find 

 on every 20ms. Since this is not computational 
efficient  , auto correlation  method wil be usesd.so , 
we get =S(m+n)w(m) ; where (m) is the 
window ; 0<=m<=N-1. So we have 

= . With this we will get 
= , where R_n (k)= _(m=0)^(N-

1-k)  S_n  (m)  S_n  (m+k)  ; R_n (k) is going to 
be even function. With this for i—1,2,----p we will 
get a  matrix 

   

X =  

interestingly , since the diagional elements are the 
some and its a Toeplits matrix , its computationally 
easy for LPC for computing its  

• At the time LPC is going ahead with the analysis of 
probabilistic features Gaussian Mixture Model 
(GMM)-based emotional voice analysis will be done 
in the same frame to find the prosodic features. 
Simultaneously the features of the speech signal are 
extracted by the MFCC block. The total number of 
samples chosen in a frame is 256 and overlapping 
samples with the adjacent frame will be 128. We 
acquire MFCC cepstral coefficients at the output of 
MFCC block. In GMM, K-mean algorithm is used to 
obtain a cluster number specific to each observation 
vector and sets the centroid of the observation vector. 
After clustering the model, it returns one centroid for 
each of the cluster K and refers to the cluster number 
closest to it. K-mean algorithm is described as the 
squared distances between each observation vector 
and its centroids. In the training section parameters of 
GMM model are produced iteratively by expectation-
maximization (EM) algorithm. Euclidean distance is 
found out between observation vector and its cluster 
centriods to match the spoken word with the present 
database[3]. The proposed method is depicted in the 
figure 1. 

• the matrices  ,e and w will be taken into feed 
forward neural network, A feed forward neural 
network algorithm includes the following steps: 

1. Initialize weights and biases to 
small random numbers. 
2. Present a training data to neural 
network and calculate the output by 
propagating the input forward. 
3. changing in numbers of hidden 
layers and transfer function for every hidden 
layer and for output layer and also changing 
in number of neurons in every hidden layer 
until reach to maximum recognition and 
language identification rate or to minimum 
error.  
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Fig 1. The Proposed encoding method 
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• The feed forward neural network will give Choice 
of MFCC –fizzy clustered feature or LPC feature 
for encoding 

IV.  RESULTS AND DISCUSSION 
The study starts with comparative analysis of proposed 

method with the algorithm: iLBC 

 
Fig.2 Encoding and Decoding for iLBC 

 
Fig.3 Encoding and Decoding for proposed systems 
 
MATLAB simulation of the input voice for iLBC and 

proposed coders have been plotted graphically (Fig.1-Fig.2). 
The proposed method reproduces the signal more closely to 
the original signal as compared to other coders . It is noted 
that as the bit-rate goes down, the computation requirements 
increases highly for different bits used. This is the 
motivation for the proposal of semantic based speech code. 
LP estimation for iLBC is depicted in fig-3.This introduces 
a delay as well as an increase in the cost of implementation. 
However, for equal number of bits used bandwidth in 
G.723.1and iLBC is reduced highly than waveform coders, 
making them most suitable in bandwidth scarcity situations. 

 
Fig 4. LP estimation for proposed method 

V. CONCLUSION 
In this paper, a novel semantic based speech compression 

methods which achieve the best possible speech quality low 
bit rate, with constraints on complexity and delay.  

This paper proposes a mechanism to encoding speech by 
preserving its emotional content. The emotional 
preservation was achieved with the help of GMM using 
GMM where in the semantics of the speech may be 
identified with its emotional content. Since the accuracy is a 
concern in GMM, LPC also will be incorporated and a 
better choice of either GMM or LPC feature for decoding 
will be done with the help of ANN. 

Speech coding algorithms are improving day by day to 
address the issues of speech communication standards. Even 
though this issue is addressed and solved, the VoIP industry 
demands lower bit energy efficient speech codes. 
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Abstract—This paper presents an approach for developing 
virtual computing layer which is used by the cloud terminals 
during the virtual infrastructure downloading. The virtual 
computing layer is cable of image creation, maintenance and 
downloading on behalf of the cloud terminals. Using such virtual 
computing layer will considerably reduce the load maintained 
between the virtual computing client and the server. It also 
schedules the image downloading in the cloud infrastructure 
based on software image windows. The Honey bee foraging 
algorithm performs the work in different phases while creation of 
virtual images. The forage bees will search for the suitable image 
portion in the neighborhood and the scout bees will bring the 
found portion from the location indicated by the forage bees. 

Keywords— Cloud Computing; Distributed Virtual 
Environments; Honey Bee Algorithm; Windowing 

I.  INTRODUCTION  
In recent years, the advance in virtualization is being 

driving the evolution of networking technologies. Even though 
the performance issues of the virtualized software are a matter 
of concern, virtualization technology is widely accepted by a 
large mass. Emergence of huge bandwidth networking 
technology has posed new challenges for developing high 
performance virtualized software. The major challenge in 
virtualized client-server interaction is its performance 
degradation, due to packet loss from a remote server. This 
major challenge can be addressed by introducing dedicated 
cloud terminals between virtual client and server. 

In realistic environments, there exist more complicated 
application scenarios, such as migrating VM due to re-source 
preemption, which may lead to dynamic changes in reliability 
parameters of the host server[1]. This paper proposes scalable 
client-server interaction software wherein, the client interacts 
with its nearby cloud for downloading its virtual computing 
environment. The objective evaluation of the results shows 
that, the proposed technique provides high robustness against 
packet loss and also achieves a better performance while 
downloading larger software for the client even when the 
interaction with the server owe indirectly with a nearby cloud 
terminal. 

This paper is organized as follows. Section II describes the 
overview of scalable client-Server virtualized environment 
and about operating system downloading from a server 

through cloud terminal. Section III describes an efficient 
Honey Bee Windowing algorithm that significantly improves 
the performance of the virtualized client-server interaction. 
Finally, Section IV concludes the paper. 

II. SCALABLE CLIENT-SERVER VIRTUALIZATION 

A. Client Server Virtualization 
The I/O facility in existing method of client server 

virtualization involves the use of I/O operation of TCP for 
individual files when an operating system is to be downloaded 
from the server to the client. This creates a bottleneck for the 
client, mainly when the server sits apart and also if there is 
fairly high packet loss in the interaction. To avoid such a 
performance bottleneck, the advantages of cloud computing 
will play an important role. But, the cloud computing terminal 
usually works as a facilitator for the client, where in the 
service requested by client will be given from its perimeter. 
This again may degrade the performance of client-server 
interaction. Hence, the optimal solution for performance 
degradation can be provided by upgrading cloud computing 
device from a mute downloader to an organizer. The main 
tasks of the organizer is to download the files for the first 
request from its terminal and then to organize these files into a 
single image. Once the image generation is done, depending 
on the criteria of the client request, the same will be passed to 
the client. Upon receiving, the client will extract required files 
from this image file for its overall activity. 

B. Window Based Mechanism 
Cloud message widowing will be done in order to reduce 

the delay for the first request from the client. Downloading 
individual files for both the computing environment and the 
operating system and then making it as an image is an 
extremely time consuming task. So, the image creation will be 
divided into a group of sub activities for making a full unified 
image – that is a window of n slots will be created in the cloud 
terminal [2] where in the slots will be filled either from the 
VC server or from the nearby cloud that has the same 
(required) slot. So when the terminal first contacts the nearby 
cloud it simultaneously sends the request to the other nearby 
clouds and to the VC server. Since downloading and making 
sub image from VC server is a time consuming process, it will 
give the preference to the Virtual Terminal (VT) neighbor. 
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Thus, the image creation in VT will be faster and may be 
given to the client. 

C. Brief on Cloud Computing 
Nowadays, cloud computing is used for solving many 

problems of wider scope and greater depth. It has given new 
avenues for performance as several companies and products 
finds newer ways to cut cost and improve productivity in the 
process. 82% of the companies reportedly saved money by 
moving to the cloud. According to research by computer 
weekly publisher, TechTarget, around 53% of the 
organizations worldwide are now using some or the other form 
of cloud services. In near future cloud may become the default 
delivery method for new IT products. An outline of a cloud 
infrastructure is given in Fig.1. 

 
Fig. 1. A  cloud infrastructure  

There is an estimated one Exabyte of data stored in the 
cloud and its global data center traffic is higher than three 
Zettabytes [4]. 

D. Virtual Machine  
Virtual machine is the emulating software, which emulates 

a physical computing environment where in an operating 
system or a program can be installed and executed. Usually, 
virtual machines are deployed within a virtualization layer that 
runs over other operating system (OS), generally called as the 
host OS. Thus, many individual and independent virtual 
computing environments (i.e., guest OS) can be deployed on 
top of the host OS using a single virtualization layer. The 
major advantage of VM is that it ensures applications and 
services that run within VM cannot interfere with the host OS 
or the other VMs.  

 
The virtualization layer typically manages the requests 

arising from the VMs for resources, such as CPU, memory, 
network and other hardware resources, by translating these 
requests to the underlying physical hardware. For optimizing 
hardware resource utilization, VMs are usually moved, copied 
and reassigned between host servers [5]. 
  

Since each virtual machine though cloud exists in its own 
space that’s not tied down to data center, it simplifies the 

entire architecture when comes to performance measure of 
that virtual machine. 

E. The Study and Cause of Study 
This study is based on VMX server and VMware cloud 

foundry, which is already gaining attention from various open 
source and cloud companies. The random arrival of load in a 
cloud server environment can cause some server to be heavily 
loaded while other server is idle   or   only   lightly   loaded 
[3]. So, the experts believe that cloud foundry has not offered 
robust service hence had shown two serious outages recently. 
The first outage was the intermittent failure in the Droplet 
Execution Agents, which is considered as the serious outage to 
be solved productively, otherwise the failure may spread to the 
other nodes as well and the total infrastructure may collapse. 
Second more significant outage was the cut off customers’ 
access to their applications and network all together. 

 
Ironically, the second outage was a result of human error in 

an effort to avoid outages such as the first one on the longer 
run, which only blocked customer’s access to the backend of 
their applications. But the first one was never a direct human 
error but it was due to the elevated asymmetric load in Droplet 
Execution agents. A solution to the above issue is proposed in 
this paper through Honey Bee Windowing algorithm. 

III. HONEY BEE WINDOWING ALGORITHM  
This algorithm is derived from honeybee foraging 

algorithm. It adapts the behavioral of honey bees for finding 
and bringing food [4].  This algorithm is based on the behavior 
of honey bee which forage (search widely for food). When the 
honey bee finds one location of food, it comes back to the 
beehive to inform this using a waggle dance. This display of 
dance gives the idea of the quantity of food and also its 
distance from the beehive. Scout bees then follow the forage 
to the location of food and reap it. 

 
The proposed algorithm is similar to the behavior of forage 

and scout bees while it makes widow for the image to be given 
to the client by the cloud. Overall activity of software image 
creation in different nodes of system is depicted in Fig.2.  
 

Step 1: In this resource allocation model a Server Colony 
(SC) will be maintained, which is the service provider for the 
Virtual Software Infrastructure (VSI) of the clients. Clients are 
customers which sends a job request say x, indirectly through 
the Cloud Infrastructure Terminal (CITp) maintained between 
VITs and SC. As explained in the Section II, here the cloud 
terminal is no more a mere downloader, but it measures the 
feasibility of fetching the job requested by the client to its 
entirety as fast as possible. For this the virtual terminal first 
checks in its heap whether the job request’s window is 
available locally or not. If it is unavailable a ‘read image’ 
request on behalf of the client will be given directly to the 
Server Colony (SC). Now the SC will give back the response 
based on the condition –the question arises here is, is it the 
first request for the Virtual Software Infrastructure (VSIi)?  If 
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the answer is ‘YES’, SC will make the VSIi and its 
corresponding Slot Advertisement Window for i(SAWi). Each 
entry of SAWi will contain a vector <Slot number, owner 
cloud(s)>, Where each slot size will be a couple of pages 
(fixed). Now slot one with SAWi will be given to CITp. So, 
initially SAWi‘s first entry will be <1, p>. On the other hand if 
the answer is ‘NO’, SC will fetch the slot (x, SAWi) and will 
be given to CITp. Server on demand software image creation 
process is depicted in Fig.3. 
 

In CITp, SAWi will be given to its Wall of Advertisement 
(WoAi). WoA may contain information about all VSIs loaded 
in SC. From WOAx temporary slot Advertisement Window 
(tSAWi) will be created and based on this a window formally 
created in the heap of CITp. Parallel to this operation step-2 
operation will be done by CITp. 
 

Step 2: CITp forage bees will pass to other clouds, for the 
discovery of remaining slots. Upon receiving the request from 
step-2 of CITp, a CIT say q (CITq), will give to the discovery 
packet its information, if it contains any of the slots of VSIi 

investigated by the forage bee from VITp. Now the bee will 
go back with information and do a waggle at beehive (VITp).  
 

Step 3: On waggle dance of bees CITp updates its WOAp 
and tSAWi will be generated.  
 

Step 4: Being tSAWi with probable owners of the slot, the 
scout bees will go to that location and begins to reap. If the 
slot is not presently available with CIT, bee will request the 
present Cit for the next probable CIT having the slot and goes 
to that CIT and so on. Finally the scout bee will go back with 
slot once it gets its food otherwise when it visits a predefined 
number of CITs (say 5). 
 

Step 5: Scout bees comes back with slot from where it got 
the slot a tuple (slot number, location). Now, window filling at 
location VITp will be initiated after a predefined time tp (say 
average time to visit a maximum of CITs in sequence). In the 
meantime at regular intervals r, that is at r, 2r, 3r… tp steps 2, 
3 and 4 will be repeated. By the time tp, CITp expects all the 
scout bees to come back and fills the window with slots it 
reaped.

 

 
 

Fig. 2. Honey bee windowing process 
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Fig. 3. Server on demand software image creation process

 

IV. CONCLUSION 
In this paper, an extensive load balancing approach is 

presented for cloud computing which can be used in virtual 
computing infrastructure. The study considered the loads of 
both virtual computation server as well as the cloud 
computing server, in maintenance as well as the data 
processing and data storage. 

 
The asynchronous elevated load in the cloud terminals is 

a matter of concern when it deals with large ‘software as 
service’ infrastructure, like virtual computing infrastructure. 
For typical Cloud Computing Infrastructure, downloading 
may consume comparatively more load than Virtual Storage 
Infrastructure. So, the cloud infrastructure deals with Virtual 
computing devices must have better strategy of 
downloading, maintenance and processing the image which 
client gets from the server. 

 
This paper proposes a mechanism where the load in cloud 

terminals may get decreased when image creation is to be 
divided into a group of sub activities, which in turn will help 
in making a unified full image. This can be accomplished 
using windowing strategy where in filling of the windows 
may be done though the efficient algorithm of honey bee 
forage. 

 

The conclusion is that the asynchronous increasing load 
in the cloud computing terminal may be reduced when it 
incorporates the windowing strategy for image creation and 
honey bee foraging technique for downloading the image in 
scheduled manner. Using this approach, it is found that 
cloud computing service can provide better performance 
especially when the clients’ requests are highly 
computational and frequent with the server. 
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Abstract—Thispaper proposes a competent system that is not 
only text independent in identifying gender of a speaker but can 
also work efficiently in noisy environmental conditions in real 
time. The noisy environmental conditions are the places where 
noise signals are generated at different SNRs (Signal to Noise 
Ratios) such as train station, restaurant, exhibition hall, airport, 
and so on.  The algorithms used in the proposed system are 
MFCC (Mel-Frequency Cepstral Coefficients) for feature 
extraction from the speech and ANN (Artificial Neural Network) 
for classification between the genders (Male and Female).  

Keywords—Gender Identification; Noisy Environment; MFCC; 
ANN 

I. INTRODUCTION  
Literature survey shows that the gender identification is a 

crucial task for carrying out efficiently other speech 
processing tasks such as speaker recognition, language 
identification, speech compression, and so on. There already 
exist many gender identification systems few of them worked 
considering different parameters of speech such as pitch, ZCR 
(Zero Crossing Rate), STE (Short Time Energy), and so on. 
Few other gender identification systems have used different 
combinations of algorithms such as Gaussian Mixture Model 
(GMM), Multilayer Perceptrons (MLP), Vector Quantization 
(VQ) and Learning Vector Quantization (LVQ) along with 
Mel-Frequency Cepstral Coefficients (MFCCs) [1]. Most of 
these existing systems are either text dependent or works with 
a clean speech (i.e. without background noises), which is not 
acceptable in real world scenario and hence a failure. 
Therefore, a system for automatic gender identification of a 
speaker which is text independent and also works perfectly in 
different noisy environmental conditions is very essential in 
the field of speech processing. 

The remainder of this paper is organized as follows. 
Section II describes the methodology used in the proposed text 
independent gender identification system. Section III describes 
the implementation of the proposed system using the 
methodologies mentioned earlier in Section II. Section IV 
represents the experiments conducted on the final 
implemented system to evaluate its performance in term of 
accuracy and their respective results. Finally, Section V 
concludes the paper. 

II. METHODOLOGY 
The basic methodology involved in speech based gender 

identification is broadly divided into two procedures. The first 
procedure is to extract features from the speech signal and the 
second procedure involves classification of the extracted 
features properly into two gender groups (male and female). 
There exist different procedures for feature extraction from 
speech signal but the proposed system employs MFCC. 
Similarly, for classification process the method used is feed 
forward neural network with back-propagation training 
algorithm. 

A. Mel Frequency Cepstral Coefficient 
The following diagram depicts various steps involved in 

calculating the MFCCs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.1. A flowchart of MFCC calculations 
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 MFCC is a well-known feature extraction method, used in 
the field of speech processing, which employs logarithmic Mel 
Scale that works based on human hearing scale. To be precise, 
the Mel Scale is linear up to 1000 Hz and logarithmic at 
frequencies higher than 1000Hz. Thus, to calculate Mels for a 
particular frequency f in Hz, we use the following formula [2]. 

mel(f) = 2595 x log10 (1+f/700) 

B. Fuzzy C-Mean Clustering 
FCM clustering is also called soft clustering technique 

where data elements can belong to more than one cluster to 
some degree that is specified based on a set of membership 
levels. The purpose of clustering at this stage is to identify 
natural grouping of data from a large data set to produce a 
concise representation of a system’s behavior. 

In FCM, the center of a cluster 𝑐௞is the mean of all points, 
weighted by their degree of belonging to the cluster. Any point 
x has a set of coefficients giving the degree of being in the kth 
cluster wk(x).  It also depends on a parameter m, which 
controls how much weight is given to the closest center. 𝑐௞  =   ∑𝑤௞(𝑥)௠𝑥∑ 𝑤௞(𝑥)௠௫  

C. Back Propagation Neural Network 
Back Propagation Neural Network (BPNN) is a simple feed 

forward neural network with back propagation learning 
algorithm. The back propagation learning algorithm used here 
is the trainscg (scaled conjugate gradient), whose advantage 
over other training algorithms is that, it requires less memory 
and much faster than standard gradient descent algorithms.  
The function of BPN is to learn the mapping of a set of input 
MFCC patterns to a set of output patterns. As the network is 
trained with different MFCC patterns, it develops the ability to 
generalize over similar features in the different patterns. 

 

D. Spectral Subtraction Method 
As the purposed system works in the noisy environmental 

conditions, an algorithm must be required for noise removal 
from the input speech signal. There exist many noise removal 
techniques but our system utilizes Spectral Subtraction 
Method (SSM) as it considerably reduces the noise level 
keeping other important features of the original speech signal 
intact. 

     The working principle of the SSM is quiet straight forward, 
it involves estimating of an average signal spectrum and noise 
spectrum in parts of the recoding and then subtracted from 
each other so that the average SNR (Signal to Noise Ratio) is 
improved. If y(m) is the noisy signal and n(m) is the estimated 
noise then the desired signal x(m) without noise is given by, 
 
x(m)=y(m)- n(m) 

III. SYSTEM IMPLEMENTATION 
The following Fig.2 shows the different stages involved in 

purposed competent system for gender identification [3], in 
noisy environmental conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.2. Stages of text independent gender identification system 

 

A. Input Speech Signal  
Input speech signals are taken from noisy speech corpus 

(NOIZEUS). This corpus consists of thirty IEEE sentences 
which are originally taken from IEEE database [4] spoken by 
male and female speakers. These thirty IEEE sentences are 
phonetically balanced with relatively low word context 
predictability and also include all phonemes in the American 
English language [5]. These sentences were recorded using 
Tucker Davis Technologies (TDT) recording equipment in a 
sound proof booth. These 30 sentences are then corrupted by 
various real world noises (taken from AURORA database) at 
different SNRs of 0dB, 5dB, 10dB and 15dB. The real world 
noises include noises at the airport, exhibition hall, train 
station, street, restaurant, and so on [6]. 

B. Noise Removal From Speech Signal 
The purposed system works on the speech signals at a 

sampling rate of 16 kHz, thus it requires the sentences in 
NOIZEUS to be re-sampled which are at the sampling rate of 
8 kHz. The noise is removed from the input speech signal 
using the spectral subtraction method as briefed in the Section 
II.D. 
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C. Preprocessing 
After the background noise is removed, the input speech 

signal is divided into frames of 20ms. Each time frame has an 
overlapping of 50% with the next frame. Overlapping is 
necessary during the segmentation for smooth transition from 
one frame to another. Frames are then windowed with 
Hamming window to remove any discontinuities at the edges. 
For the current sample n, the Hamming window W(n) is 
calculated as follows: 

W (n) =0.54-0.46 cos ቂଶగ௡ேିଵቃ ;     0 ≤ 𝑛 ≤ 𝑁 − 1 
= 0;             otherwise 
 

 Where, N is the total number of samples. 
 

D. Feature Extraction 
Feature vectors are extracted from the speech signal using 

MFCC algorithm as described in Section II A. These MFCC 
coefficients are then processed by fuzzy clustering method so 
as to group large amount of data generated into some specific 
number of clusters and hence helps in reducing computational 
cost and time for real time identification 

E. Classifier 
After the clusters are created by the fuzzy c-mean clustering 

method, they are arranged in proper format to feed into the 
artificial neural network for recognition. In the training stage 
the weights of the feed forward neural network was assigned 
by some random value and is then adjusted for optimal during 
the learning process by using back propagation algorithm. 

 
In the testing stage, the neural network is tested against 

various test samples of speech, to check whether the obtained 
system properly classifies the speech into male voice and 
female voice. 

F. GUI for Implemented System 
The below Fig.3 represents the snapshot of GUI (Graphical 

User Interface) created for the implemented system in order to 
display the response of the system to the end users in more 
professional and intellectual way. MATLAB 8 Software was 
used as a platform to create the front end display. As shown in 
the GUI, “Select File” button allows user to either select the 
clean speech or the noisy speech at SNRs of 0dB, 5dB, 10dB 
and 15dB listed under “Make a DataBase Selection”. Once the 
speech is selected, user can hear the speech by pressing “Play” 
button. User is provided with the option to identify the 
speaker’s gender without using the noise elimination 
technique by pressing “Speaker’s Gender” button and at the 
same time with using noise elimination technique by pressing 
“Advanced Gender Identification” button, thus can compare 
the results from the two methodologies effortlessly.  
“Advanced Gender Identification” button demonstrates the 
implementation of the proposed system for text independent 
gender identification in noisy environmental conditions. 

 

 
 

Fig.3. Snapshot of the GUI displaying results 
 

IV. EXPERIMENTS & RESULTS 
 A system with 6 fuzzy clusters and 10 hidden neurons 
gives an optimal solution for speech based gender 
identification [3]. Therefore, further experiments are 
conducted based on this model. MATLAB 8 Software was 
used as a platform to develop the proposed system. 

 
Fig.4. System Accuracy before applying SSM on input speech signal at 
different SNRs 

 The Fig 4, above shows the accuracy resulted from the 
system when noise is not removed from the input speech using 
the noise elimination technique. Observe that in case of clean 
speech, the accuracy is higher compare to the noisy speech 
where the noise is added at different level of SNRs. Similarly, 
the Fig.5 below shows system accuracy after applying spectral 
subtraction method for input speech signals. 
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Fig.5. System Accuracy after applying SSM on input speech signal at 
different SNRs. 

V. CONCLUSION 
The purposed system for text independent gender 

identification in noisy environmental conditions is 
implemented and experiments have been conducted to check 
its efficiency in terms of accuracy. From the experimental 
result, it can be seen that the accuracy of the system, after 
applying the spectral subtraction method, has increased 
compare to the accuracy of system before applying the noise 
elimination technique. The highest accuracy achieved for the 
noisy speech signal in identification of gender is 83.3%.  This 
outcome is also a consequence of applying the most robust 

algorithms i.e. MFCC for feature extraction and feed forward 
neural network with back propagation logarithm in learning 
the input patterns for classification. Fuzzy c means clustering 
reduces and fixes the input data set to neural network, which 
also plays an important role in system outcome. 
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Abstract—This paper proposes a novel speaker identification 
system which uses Mel Frequency Cepstral Coefficients (MFCC) 
and Feed Forward Neural Networks (FFNN) for feature 
extraction and speaker classification respectively. Fuzzy C Mean 
Clustering (FCM) method is also used against the extracted 
features from the speech, which facilitates in grouping large 
amount of data. The efficiency of the system is enhanced 
furthermore by identifying the gender of the speaker, before the 
actual speaker identification process, using another FFNN.  As a 
result, the system shows better performance in terms of 
computational cost and real time identification.  

Keywords— Speaker Identification; MFCC; FFNN; FCM 

I.  INTRODUCTION  
The main objective of the speaker identification system is 

to identify the voice of the speaker based on his/her previously 
stored voice samples. The designed system will work on text-
independent speech as well as the speech samples containing 
background environmental noise. Literature survey shows that 
the gender identification plays a crucial role in carrying out 
efficiently other speech processing tasks such as speaker 
recognition, language identification, speech compression, and 
so on [1]. Thus, in the proposed system, the task of identifying 
gender prior to the speaker identification is accomplished to 
assist in achieving better performance and accuracy. The 
proposed speaker identification system has a wide range of 
applications such as forensic tests, remote access to 
computers, security control for confidential information, 
telephone shopping, banking over telephone network and so 
on. 

The rest of this paper is organized as follows. Section II, 
describes about the methodology used in the proposed speaker 
identification system.  Section III, describes about feature 
extraction from the input speech data. The classification 
technique used in the system is briefed in Section IV.   Section 
V, shows the experiments and results obtained from the 
implemented system. Finally, Section VI concludes the paper. 

II.  METHODOLOGY  
The speaker identification is carried out mainly by 

performing the tasks: speech database preparation, feature 
extraction and feature classification.  

To conduct experiments and evaluate performance of the 
proposed system, a sample speech database is used. It contains 
around 25 sentences uttered by both male and female 
speakers. Recording was accomplished using high quality 
sound card, sound recording software and close talking 
microphone in a sound proof laboratory. The speech was 
recorded at a sampling frequency of 8 kHz and coded in 8 bits 
PCM. These recorded sentences are then corrupted by real 
world noises at different SNR levels.   

The MFCC is one of the best feature extraction techniques 
exists particularly in case of speech processing. There exist 
many other feature extraction techniques such as LPC (Linear 
Prediction Cepstrum) and PLP (Perceptual Linear Prediction).  

Classification is generally required at this stage to classify 
and match the speaker’s speech models using classifier.  These 
models are created from the extracted features of the speaker’s 
utterance. To accomplished the task of classification the 
proposed system uses feed forward neural networks as a 
classifier. 

III. MEL FREQUENCY CEPSTRAL COEFFICIENTS  
The Extraction and selection of the best features from 

speech signal is very essential in speaker identification process 
as it directly affects the system performance. In such a 
scenario, MFCCs are proved to be more efficient [2]. The 
computation of the MFCCs includes the following steps. 

 

1) Digitized speech at 16kHz is pre-emphasized using 
first order digital filter 

 
 

2) The speech is then divided into frames of 20ms. 
Windowing is done using hamming window of 
window length 20ms.  

 

3) The Fast Fourier Transform (FFT) transforms the 
windowed speech into frequency domain and short 
term power spectrum P (f) is calculated. 
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4) Obtained P (f) is then bent along its frequency axis f 
into the Mel frequency axis M as P (M) using the 
following equation as mention in [3],  

 

 

5) Obtained P (M) is then convolved with the triangular 
band pass filter into  (M). 

 

  

Where,  (M) is the critical masking curve. 

 

6) Then K outputs are obtained using the following 
equation. 

 

 

 

7) The MFCC is calculated using the following equation 

 

  

 

Following Fig.1 shows the different stages involved in 
typical working of MFCC algorithm. 

Fig.1 MFCC algorithm 

 

IV. FEED FORWARD NEWRAL NETWORK 
For classification, FFNN is used with only one hidden 

layer. The extracted MFCC features after going through FCM 
procedure, creates an output matrix of fixed size, which is then 
fed to the neurons of the input layer. The hidden layer can 
contain any number of hidden neurons, provided the resultant 
system performs better. Different trials can be conducted to fix 

the number of neurons in the hidden layer to achieve 
maximum accuracy. The general structure of layers present in 
feed forward neural networks is shown in the following Fig. 2. 

Fig.2. Layers in feed forward neural networks 
 

For training neural network, a back propagation training 
algorithm called trainscg (Scaled Conjugate Gradient) is used, 
working of which is shown in the Fig.3. The derivative of the 
SEF (Squared Error Function) is calculated with respect to the 
weights of the network. The general equation to calculate SEF 
as mention in [4], uses the actual output of the output neuron y 
and target output of the training sample t, 

 

Fig.3. Back propagation training algorithm 
 

V. EXPERIMENTS & RESULTS  
 The proposed system was developed using MATLAB 8 
software. Experiments were conducted on the database created 
as mentioned in the earlier Section II. The following Fig. 4 
shows the system accuracy obtained when taking different 
number of speakers. In each group of speakers, experiments 
were conducted varying number of neurons in the hidden layer 
of the neural network to identify for the best option. From the 
experimental analysis as shown in Fig. 4, it can be observed 
that the system with 10 hidden neurons gives the better 
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accuracy in identifying speaker for the test cases where the no. 
of speakers is set to 10, 20, 30, 40 and 50. 

 
 
Fig.4. System accuracy for different number of speakers tested against 
different number of neurons in the hidden layer 

VI. CONCLUSION  
The purposed system for a novel speaker identification 

system using feed forward neural networks is implemented 

and experiments have been conducted to ensure its accuracy. 
From the experimental result, it can be seen that the accuracy 
of the system, considering different number of speakers for a 
particular instance with varying number of hidden neurons in 
the hidden layer, provides better accuracy compare to the 
other old techniques. The highest accuracy achieved in 
identification of speaker is 81.7%. Thus, it can be concluded 
that, MFCC in combination with artificial neural network can 
achieve better efficiency in terms of cost and time in voice 
based speaker identification. 
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Abstract -In this paper, vocal tract length 
normalization (VTLN) and sub-band spectral 
subtraction (SSS) have been used for speaker 
adaptation and noise reduction to develop an 
Assamese vowel recognition system which is robust to 
the speaker and environment variabilities. In the 
present work VTLN has been implemented to reduce 
the effects of inter speaker variabilities and sub-band 
spectral subtraction has been used to reduce the 
effects of environmental variabilities. The 
effectiveness of VTLN in noisy and noise-free 
environment has been evaluated for Assamese vowel 
recognition system. The Assamese vowel recognition 
system has been implemented using Hidden Markov 
Model (HMM). Mel Frequency Cepstral Coefficient 
(MFCC) has been used as feature vector. 
Experimented result shows that the performance of 
the system improved considerably after applying 
VTLN technique in noise-free and some of the noisy 
conditions. 

Keywords - Automatic Speech Recognition,Vocal Tract 
Length Normalization, Sub-band Spectral Subtraction, 
Hidden Markov Model. 

I. INTRODUCTION 
The performance of automated speech 

recognition (ASR) system is degraded in case of 
mismatched training and testing conditions [1]. 
Different approaches have been investigated in past 
to reduce the noise from speech signals like Spectral 
subtraction, Wiener filtering, Kalman filtering etc 
[2, 3, 4, 5, 6].  Inter speaker variations is another 
reason for the performance degradation of ASR 
systems. Physiological variations among different 
speakers are one of the main cause of inter speaker 
variations [1].Different Vocal Tract Lengths (VTL) 
among different speakers is one of the major 
physiological source for the induction of inter 
speaker acoustic variations. In this context, it is 
observed that VTL can vary from approximately 13 
cm for adult females to over 18 cm for adult males 
[7, 8]. VTLN has been found as an effective speaker 
normalization approach in some past research works 
to reduce this type of inter speaker variations from 
speech signals [9, 10, 11, 12]. 

The main objective of the present work is 
to investigate the improvement of recognition 
performance due to the implementation of VTLN in 
both noise free and noisy conditions in case of an 
Assamese vowel recognition system. 

A HMM based Assamese vowel 
recognition system has been developed in the 
present work. The training and testing speech 
signals are recorded in approximately noise free 
environment. A noisy testing speech database has 
also been constructed by adding different noises to 
the noise free testing speech signals. Sub-band 
Spectral Subtraction approach has been used to 
minimize the effect of noise from the noisy speech 
signals. To introduce inter speaker variations, 
training process has been performed with only male 
speech signals and testing process has been 
performed with only female speech signals and vice 
versa. Finally VTLN has been implemented to 
reduce the inter speaker variations from training and 
testing speech signals. 

II. SPEECH DATABASE PREPARATION  
The Assamese is the main language in 

Assam, north-eastern state of India. In Assamese 
language, thirty two essential phonemes are 
available where total number of vowel phonemes is 
8. The vowels are ই (/i /) , এ (/ɛ/) , এ' (/e /) , আ ( /a/) , 
অ' (/ɔ/) , অ (/ɒ/) , ও(/o/) and উ ( /u/)  [13].  

In this research work, a speech database is 
prepared with 10 adult male and 10 adult female 
speakers to perform the ASR experiments. The 
speakers belong to the age group from 25 years to 
45 years and each speaker is recorded five times for 
each vowel phoneme. Recording has been done at 
16 kHz sampling rate mono-channel and at 16 bits 
resolution. Recording has been performed in a 
controlled and approximately noise free acoustical 
environment. 

From the Assamese vowel database, two 
sets have been prepared. The first set has been used 
for training and the second set has been used for 
testing. The training set consist of speech signal 
from 5 male and 5 female speakers and the testing 
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set consist of the speech from remaining speakers. 
A noisy version of the testing speech database has 
been prepared by adding seven different types of 
noises of NOISEX-92 [14] database at 10dB SNR 
to each speech signal of the noise free testing 
speech set. The noises considered in the present 
study are, Babble noise, Pink noise, White noise, 
Volvo noise, Factory noise, Destroyer noise from 
engine room (Destroyerengine) and destroyer noise 
from operations room (Destroyerops).   

III. FEATURE EXTRACTION  
Mel-Frequency Cepstral Coefficient 

(MFCC) has been extracted from each speech 
signals. The speech signal is segmented into 25 
msec frame with frame rate 100 Hz.  Hamming 
window has been applied for smoothing the speech 
signal. A pre-emphasis filter H(z)=1-0.96z-1 has 
been applied before framing. The pre-emphasized 
speech signal is segmented into frame of 20 
microseconds with frame frequency 100 Hz. Each 
frame is multiplied by a Hamming window. From 
the windowed frame, FFT has been computed and 
the magnitude spectrum is filtered with a bank of 21 
triangular filters spaced on Mel-scale and 
constrained into a frequency band of 300-3400 Hz. 
The log-compressed filter outputs are converted to 
cepstral coefficients by Discrete Cosine 
Transformation. The 0th cepstral coefficient is not 
used in the cepstral feature vector since it 
corresponds to the energy of the whole frame, and 
only first 13 MFCC coefficients have been used. 
Then to capture the dynamic property of the speech 
signal, the first and second order derivatives of 
extracted MFCC are also combined with the 13-
dimensional MFCC to achieve a 39-dimensional 
speech feature [15, 16]. 

IV. SPEECH ENHANCEMENT TECHNIQUE 
APPLIED  

A. Sub-band Spectral Subtraction (SSS) 
In this research work, a Sub-band Spectral 

Subtraction (SSS) technique has been applied to 
reduce noise from noisy speech signals. In this 
approach, band-pass filter has been used to separate 
different frequency bands of the speech signal. 
Noise has been estimated for each frequency band 
separately. Then noise is reduced from each sub-
band using spectral subtraction based on minimum 
statistics [17]. Finally, the original speech signal has 
been computed from the noise reduced sub-band 
signals. 

B. Vocal Tract Length Normalization 

(VTLN): 

VTLN has been implemented in the 
present work by warping the frequency axis of the 
power spectrum. The selection of proper warping 
factor for each speaker has been performed by a 
grid search approach from a set of 13 possible 
warping factors (ࣈ) from 0.88 to 1.12 with step size 

0.02[7,8,9]. A piecewise linear warping function has 
been applied for frequency warping (eq. (1)). 

Fw = ࣈF                                                    (1) 

Where Fw is the warped frequency and F is 
the input frequency. 

VTLN has been implemented to normalize 
both the training and testing speech signals by 
frequency warping and in this process eq. (2) [8, 18] 
has been used as warping factor selection criterion 
that is based on maximum likelihood.   αෝ= argmaxPr(ܶ஑|ߣ, ܹ)                           (2) 

Where 
      αෝ     :  Optimal warping factor 

 The set of HMM models  :    ߣ                    
                   W   :  Utterance        ܶ஑  : The acoustic observation vector 

computed with the warping factor 
α 

 
V. EXPERIMENTS AND RESULTS 

Initially, experiments have been performed 
for Automatic Speech Recognition with both noise 
free and noisy speech signals without implementing 
SSS and VTLN. From these experiments it has been 
observed that due to presence of noise the 
recognition performance has been degraded. In case 
of noise free speech signals the average recognition 
rate has been observed as 83.04% (table 1). 

In the second step of the experimentation, 
VTLN has been implemented on only noise free 
speech signals and in this case it has been observed 
that average recognition accuracy is increased by 
3.57% that is 86.61% (table 1). 

In the third step of experimentation SSS 
has been performed for noise reduction from the 
noisy speech signals and recognition rates in case of 
different noisy conditions are shown in table 2. 
From these results, it has been observed that 
recognition accuracy has been increased due to 
speech enhancement by SSS in case of all noisy 
conditions except in case of Volvo and Factory 
noise. 

 

 

TABLE 1: ASSAMESE VOWEL RECOGNITION RATES (IN 
%) IN NOISE FREE CONDITION USING VTLN 

 

Training Testing Without 
VTLN 

With 
VTLN 

Male Female 81.35 87.6 
Female Male 84.73 85.62 
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TABLE 2: ASSAMESE VOWEL RECOGNITION RATES (IN 
%) IN DIFFERENT NOISY CONDITIONS USING SSS 

 

Noise Type 
Without Speech 

Enhancement  
Using SSS  

Babble 72.32 74.11 

Pink 78.57 82.14 

White 68.75 73.21 

Volvo 78.57 78.57 

Factory 77.68 76.79 

Destroyerengine 52.68 67.86 

Destroyerops 57.14 76.79 

 

 

TABLE 3: ASSAMESE VOWEL RECOGNITION RATES (IN 
%) IN DIFFERENT NOISY CONDITIONS USING VTLN 

AND COMBINATION OF SSS AND VTLN 

 

Noise Type Using VTLN 
Using SSS and 

VTLN 

Babble 72.32 69.64 

Pink 72.32 79.46 

White 61.61 75.89 

Volvo 79.46 83.93 

Factory 75 81.25 

Destroyerengine 55.36 69.64 

Destroyerops 53.57 70.54   
Finally, VTLN has been implemented and 

recognition rates in different noisy conditions are 
presented in table 3. From this set of results it has 
been observed that except in case of Volvo noise, 
VTLN has not been found as an effective speech 
enhancement approach in noisy conditions. So 
VTLN has been implemented on the noise reduced 
speech signals that are achieved by implementing 
SSS and recognition results are shown in table 3. 
From these results it has been observed that 
combination of SSS and VTLN is also not found to 
be effective approach in case of some of the noisy 
conditions. It has been found effective in case of 
White, Volvo, Factory and Destroyerengine noise. 

In the present work, it has also been 
observed that in most of the cases, 0.88 has been 
come out as optimal warping factor and three other 
warping factors that are 0.96, 0.98 and 1.02 also 

observed to be optimal warping factors in remaining 
cases. 

VI. CONCLUSION 

In this research work, a robust Assamese 
vowel recognition system has been developed to 
recognize Assamese vowels in mismatched testing 
and training conditions. The training process has 
been performed with approximately noise free 
speech signals and the testing process has been 
performed with both noise free and noisy speech 
signals. The noisy versions have been obtained by 
contaminated the speech signal with seven different 
noises (Babble noise, Pink noise, White noise, 
Volvo noise, Factory noise, destroyer noise from 
engine room (Destroyerengine) and destroyer noise 
from operations room (Destroyerops)). SSS 
approach has been used to reduce the noise from 
noisy speech signals. On the other hand inter 
speaker variation has also been introduced by 
performing training process with male speech 
signals and testing process with female speech 
signals and vice versa. VTLN has been applied to 
reduce the effect of inter-speaker variations and to 
improve recognition rate. From the ASR 
experimented results, it has been observed that 
VTLN is an effective approach to reduce the effect 
of inter speaker variations so that the recognition 
accuracy can be enhanced in case of noise free 
speech signals. On the other hand in case of 
different noisy conditions it has not been able to 
improve the robustness of the ASR system. But 
combination of SSS and VTLN can be useful in 
case of some of the noisy conditions. In the present 
work, one drawback of VTLN has also been 
observed. VTLN require a large amount of time due 
to the grid search approach for the selection of 
proper warping factor. So in such situation if the 
grid search approach can be replaced by some other 
effective approach then VTLN will be more useful. 
It has also been observed that noise can be 
effectively reduced by SSS so that recognition 
accuracy can be improved.  
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5 
Growth Experiences of the North Eastern 

States: Post-Reform Period' 

Introduction 

The economic reform process that had begun since 1991 and the Government of India's North East policy that followed gave rise to the following paradox. In the year 1993-94, three states of the North Eastern region', namely Arunachal Pradesh, Nagaland and Mizoram had real per capita income above the all-India average. In 2005-06, none of the North Eastern states had real per capita income above the national average (Table 2). However, the gap is narrowing in the states of Arunachal, Manipur, Nagaland and, Tripura, while widening in Meghalaya, Mizoram and Assam in recent times.Thus, over time the region is diverging away from the national average in terms of share innational income as the largest state of the region, Assam with a population share of 70 per cent of the region was experiencing a low growth rate in real per capita income of 0.22 per cent in 1993-99 and 3.74 per cent in 1999-2006, in contrast to the national growth of 4.58 and 5.44 per cent in the respective periods. 

Paradoxically, during the same period, the North Eastern region received special economic packages. In October 1996 H.D. Deve Gowda, the then Prime Minister announced an economie package of Rs. 6,100 crore for specific projects in North Eastet states. He also introduced the North East sub plans in all central ministries for which 10 per cent of their budgets woula be earmarked. Mr. LK. Gujaral who followed him as Prime Ministe 
Jointly with Sushanta Nayak, Professor of Economics, Rajiv andhi University. 
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Abstract—Vehicles of today are increasingly being networked
via various available networking technologies. IEEE 802.11p ad-
vocates Vehicle-to-Vehicle and Vehicle-to-Infrastructure commu-
nication via Wireless Access in Vehicular Environments (WAVE)
between vehicles in the frequency range of 5.9 GHz. Also,
IEEE 802.11j proposes the usage of 4.9 GHz frequency range
for Wi-Fi. This paper proposes a dual band antenna that is
capable of operating in both the WAVE and Wi-Fi bands. This
proposed antenna is expected to be simple, easy-to-produce and
inexpensive; it can be a cost-effective alternative to use of multiple
directional antennas for vehicles. The choice of microstrip patch
antenna technology with defected ground structure (DGS) was
driven by cost considerations and ease of bulk manufacturing.
This omni-directional antenna is expected to be fitted in a central
location in the vehicle to avoid requirement of two or more
directional antennas. The proposed antenna is characterized by
popular antenna design software Ansoft HFSS.

Index Terms—Antenna, Wi-Fi, Microstrip antenna, Defected
Ground Structures, DGS, Dedicated Short Range Communication
System, WAVE, VANET, V2V, V2I

I. INTRODUCTION

Modern vehicles are expected to be smart and connected via

Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)

using networking technologies like Wi-Fi or WAVE. However,

to enable low-end vehicles to join this network of vehicles,

inexpensive and small antennas are required to cater to various

reasonable needs of vehicular communication. A small car

fitted with an omni-directional antenna with sufficient power

will obviate the need for two or more directional antennas. The

cost of antenna system to be fitted to inexpensive vehicles is

another obvious constraint. The antenna also needs to be easily

mountable and mechanically robust on rigid surfaces like roof

or body of a vehicle.

As vehicles with extensive communication are expected to

be deployed in near future, the area of antenna design for

vehicles is a growing research area [1]. Many of the microstrip

antennas are designed by modifying the basic rectangular,

hexagonal or circular microstrip antennas [1][2].

To meet the requirements of low-cost and miniaturized

antenna, microstrip patch antenna is a good fit. A microstrip

antenna is simple and inexpensive as it can be mass produced

using printed circuit technology. This type of antenna is

lightweight, mechanically robust and can support multiple

resonant frequencies [3].

In this paper, a microstrip line fed patch antenna have

been proposed and designed using Ansoft HFSS software

and characterized by evaluating relevant antenna parameters.

The simulation was done by taking FR-4 substrate with the

dimensions (25 × 38 × 1.6) mm3. The antenna parameters

being investigated include reflection coefficient, VSWR, peak

gain and radiation pattern. The proposed microstrip line fed

patch antenna resonates at frequencies of 4.91 GHz and 5.9

GHz. Thus, this antenna will enable communication at multiple

bands — the standard WAVE frequency band of 5.9 GHz and

Wi-Fi range of 4.91 GHz.

So, the proposed dual-band antenna enables V2V and V2I

communication using WAVE, in addition to enabling com-

munication using the Wi-Fi band. This antenna can be mass

produced easily, is inexpensive, lightweight and also easily

mountable and mechanically robust.

The remainder of this paper is organized as follows: Section

II contains a brief review of some of the related work. Section

III describes the design of the proposed antenna. Section IV

describes the performance of the antenna in detail. Section V

endeavors to identify the future directions. Finally, Section VI

concludes this paper.

II. RELATED WORK

Microstrip antennas has been an active area of research for

years [4][5][6]. In particular, Mono band microstrip antennas

with very good parametric values can be routinely achieved –

theoretical and practical design guidelines are lucidly explained

in [3][6] and others.

To improve the performance of microstrip antennas, many

techniques like photonic bandgap structures (PBG) [7] and

compact microstrip resonant cell (CMRC) techniques have

been proposed [8].

Many recent works have focused on the technique of De-

fected Ground Structures (DGS) for the purpose of harmonic

suppression and reduction of antenna sizes [9][10][11]. DGS

is a simple or a complicated shape etched on the ground-plane

of an antenna – thus, a defect is introduced causing changes

in current distribution the ground plane. Using this ‘defect’,

harmonic suppression of unwanted harmonics or size reduction

can be achieved. Various kinds of shapes have been used in

DGS – from simple shapes like square or circular to cross-

shaped or hairpin [11].

DGS is a periodic structure similar to PBG – but PBG

suffers from some issues. Realizing PBG for a sufficiently

thin substrate is problematic; also, it is difficult to realize
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Fig. 1. Top View: Radiating Patch

many holes in the substrate [10]. In contrast, DGS is far

easier to realize – etching some shapes in ground plane

provides performance that is comparable to PBS. Thus, DGS

has become a well-accepted technique to improve performance

of an antenna. In this paper, DGS was chosen for ground plane

design.

III. ANTENNA DESIGN

A. Materials Used

FR-4 substrate material with dielectric constant (ǫr) 4.4 and

loss tangent of 0.02 was chosen – its dielectric constant is in

the lower end of the prescribed range 2.2 ≤ ǫr ≤ 12 [3]. This

substrate enjoys good efficiency and a comparatively larger

bandwidth.

The patch and the ground plane, made of copper, is to be

photo-etched to the FR-4 substrate.

The feeding-method chosen is microstrip feed line, primar-

ily due to its simplicity. The cladding material used for the

feed line is ULTRALAM R© 2000. The feeding port is a 50Ω
coaxial SMA connector.

B. Antenna Geometry

The FR-4 substrate has the dimensions (L × W × H)=
38× 25× 1.6 mm3.

The feed line of the proposed antenna is Lm = 13 mm by

Wm = 2.4 mm in size with the coaxial feed connector. This

feed line connects to the octagonal radiating patch which has

the dimensions as described below.

1) Radiating Patch Design: The radiating patch is a mod-

ified octagonal shaped antenna which is fed by the microstrip

line feed as shown in Fig. 1.

The patch was designed by initially considering a basic

octagonal shape. After multiple iterations, the final parameters

of the radiating patch were determined. The final parameters

of the patch are shown in the table I.

2) Ground Plane Design: The ground plane is a simple

structure. The overall dimensions are the same as the substrate

i.e. 25mm × 38mm.

TABLE I
RADIATING PATCH PARAMETERS

Patch Parameter Specification

Lm 13 mm

Wm 2.4 mm

a 7 mm

b 2 mm

c 10 mm

d 12 mm

e 8.5 mm

f 4 mm

g 2 mm

TABLE II
DGS BASED GROUND PLANE

Ground Plane Parameter Specification

Dimension
(L×W )

38× 25mm2

p 11 mm

q 5 mm

r 2 mm

s 2 mm

g 6 mm

w 9 mm

Initially, a classic ground plane was assumed in the design.

Then, using a number of iterations, ‘defects’ in the form of

slots are introduced in the ground plane. The primary purpose

of these defects i.e. Defected Ground Structures (DGS) is for

harmonic suppression and to reduce the antenna sizes.

Since DGS are physical defects that are introduced in the

ground plane, a large number of simulation iterations were

needed to identify the efficacy of the defects so introduced.

After satisfactory results were obtained, the final dimen-

sions for the slotted ground plane is given in Table II.

Fig. 2. Bottom View: Ground Plane with DGS
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Fig. 3. Reflection coefficient S11 of Patch Antenna

TABLE III
SIMULATED PEAK GAIN AT DIFFERENT RESONANT FREQUENCIES

Resonant Frequency Simulated Peak Gain

2.81 GHz 0.6 dBi

4.91 GHz 3.4 dBi

5.9 GHz 4.26 dBi

IV. RESULTS

In this section, the simulation results obtained for the

proposed antenna with respect to relevant parameters are

discussed.

A. Reflection Coefficient

The S11 simulated reflection coefficient for the proposed

antenna is shown in the Fig. 3.

At resonant frequencies, the return loss has been observed

to be -38.36 dB for 4.91 GHz and -21.56 dB for 5.9 GHz.

It is also observed that there is another resonant frequency

2.81 GHz with a return loss of -20.90 dB. However, this

frequency band is ignored since the corresponding peak gain

is too low.

The corresponding Peak Gains for different resonant fre-

quencies are given in the table III.

B. VSWR

Usually, the Voltage Standing Wave Ratio should be in the

range 1.0 – 2.0.

The VSWR was computed using the well-known equation

(1) where Γ represents the reflection coefficient.

VSWR =
(1 + |Γ|)

1− |Γ|
(1)

The VSWR so obtained is plotted in Fig. 4. It is clearly seen

that at resonant frequencies, the values of VSWR are in the

acceptable range.
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C. Radiation Patterns

The radiation patterns for the resonant frequency 4.91 GHz

is computed for two planes i.e. φ = 0◦ and φ = 90◦ as can

be seen in Fig. 5. The radiation patterns at 4.91 GHz clearly

show the non-directional pattern in both the planes.

Then the radiation patterns for the resonant frequency range

of 5.9 GHz were obtained for the φ = 0◦ and φ = 90◦ planes

as seen in Fig. 6. These radiation patterns also clearly illustrate

the essentially omni-directional nature of the antenna at 5.9

GHz resonant frequency.

V. FUTURE DIRECTIONS

Although the performance of the proposed antenna has been

confirmed to be acceptable, the proposed antenna suffers from

the following limitations:

1) Extra resonant Frequency: The design could not erase

the extra resonant frequency at 2.8 GHz range as can be

seen in Fig. 3 and Fig. 4.

2) Imprecise Dual band operation: From Fig. 3, it can be

observed that the return loss does not increase above -10

dB clearly beyond the first resonant frequency of 4.91
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Fig. 6. Radiation Patterns at 5.9 GHz

GHz and then drop below -10 dB at the second resonant

frequency as ideally expected of an antenna operating

precisely in dual bands.

3) Slightly High VSWR at 5.9 GHz: From Fig. 4, we

can observe that the VSWR is slightly higher than the

required 2.0. Also, the radiation is slightly asymmetrical

at 5.9 GHz.

The above limitations mean that other techniques should be

investigated for further refinement of the proposed antenna.

VI. CONCLUSION

This paper describes the design of a simple microstrip line

fed patch antenna. Various relevant parameters for this antenna

were evaluated like reflection loss, VSWR, Peak Gain and

radiation patterns.

The antenna resonates at the frequencies of Wi-Fi band

(4.91 GHz) and WAVE (5.9 GHz) as intended and has satis-

factory performance in terms of gain and low reflection losses.

Thus, the proposed antenna has been found to be suitable for

use as omni-directional antenna for the purpose of vehicular

communications.
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